
move in that direction. The communiquC issued after the Paris 
meeting of the "Group of Six" (10) on 22 February 1987 seemed to 
generalize that agreement to cover all the participants, although it 
failed to include the firm commitments to complementary changes 
in fiscal policy (covering both tax cuts in Germany and Japan and tax 
increases in the United States) that would have been called for by 
the guidelines laid out in this paper. In other words, there is still a 
long way to go from the ad hoc agreements that are back in fashion 
to the sort of articulated, comprehensive arrangements embodying 
agreed principles of policy adjustment when variables deviate from 
published target values that would constitute a new exchange-rate 
regime. The US.-Japan agreement will be significant if, but only if, 
it can in retrospect be seen as a milestone on the road to a 
comprehensive reform of the international monetary system. 
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Scientific Basis of Modern Weather Prediction 

A review of the scientific principles and computational 
methods used in modern weather prediction is presented. 
The history of research in this area shows that researchers 
attempting to improve weather prediction have advanced 
all of meteorology. The numerical models developed for 
weather prediction are today an integral component of 
meteorological data analysis and are used in simulating 
past and present climates and in assessing the potential 
for future climate changes. Related disciplines, such as 
oceanography, computational fluid dynamics, and mathe- 
matics, have also reaped benefits from this effort, which is 
currently being extended to studies at smaller spatial and 
longer temporal scales. 

T HE FOUNDATIONS OF QUANTITATIVE WEATHER PREDIC- 

tion, as currently practiced at a number of centers around the 
world, are the same fundamental laws by which modern 

science predicts nearly every event within the realm of everyday 
experience: the tides of the sea, the motions of the planets, or the 
flight of a rocket. These are the Newtonian laws of motion, the 
conservation of mass, the laws of classical thermodynamics, and the 
laws of transfer of electromagnetic radiation and its interaction with 
matter. The formulacion of the problem of weather forecasting in 
such a manner is a direct outgrowth of the 19th-century determinis- 
tic philosophy that led Laplace to believe that the future of the 
cosmos could be determined from complete specification of the 
present state of the universe and the laws of Newtonian mechanics. 
The history of the successes and failures of the deterministic method 
in meteorology has led to the interaction of this science, already 
broadly interdisciplinary, with numerous other disciplines to their 
mutual benefit, including computational mathematics, oceanogra- 

phy, astronomy, biology, and chemistry. Even the philosophy of 
determinism has been affected by scientists grappling with the 
problems of weather prediction. 

Historical Development 
The present method of weather prediction has its origin in the 

scientific vision of three men: Vilhelm Bjerknes (1862-195 l ) ,  
Lewis Fry Richardson (1881-1953), and John von Neumann 
(1903-1957). Bjerknes's contributions to the atmospheric sciences 
and the dvnamics of rotating, stratified fluids are manifold, includ- 
ing an extension of Lord ~~eivin 's  circulation theorem and the polar 
front theory of cyclone development. In a seminal paper, published 
in 1904 ( I ) ,  Bjerknes made two major contributions to modern 
weather prediction. First, he mathematically stated the problem of 
weather ^forecasting as a proper initial-value problem, hulling to- 
gether the Newtonian dynamical equations for an ideal compressible 
gas in the form given by Navier and Stokes, the equation for the 
continuity of mass, the ideal gas law, and the first law of thermody- 
namics as stated by Helmholtz. Thus he demonstrated the principle 
that future values of the three-dimensional wind field, the tempera- 
ture, the pressure, and the density of the atmosphere coufd be 
determined from the current values of these variables. Bjerknes's 
second contribution was his statement, influenced by the determin- 
istic scientific philosophy of Heinrich Hertz (1857-1894), that the 
central problem of the science of meteorology is the prediction of 
future weather (1). 

The system of equations set down by Bjerknes included only the 
barest representation of the complexity of atmospheric processes 
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and yet was nonetheless analytically intractable. Even today there 
exists no general closed-form solution to this system. Bjerknes 
suggested that solutions could be obtained by graphical methods, 
but these proved to be too difficult, inaccurate, and time consuming 
to be of practical utility. A young British weather observer, who had 
been directed to familiarize himself with Bjerknes's methods, had a 
different and, as history has shown, better idea for the solution of 
the system of equations for forecasting the weather. Lewis Fry 
Richardson, who had studied physics and mathematics at Cam- 
bridge University, was interested in discrete, finite-difference ap- 
proximations to differential equations, having used these methods to 
solve the heat difhsion equation. He proposed applying these 
techniques to the set of equations laid out by Bjerknes. In addition, 
Richardson boldly posed a grand elaboration of this system. He 
described his advanced ideas of weather prediction in a book 
published in 1922 entitled Weathev Pvedictwn by Nuvnevical Pvocess 
(2 ) .  This volume contains equations for the prediction of rainfall, 
heating, and cooling due to solar and terrestrial radiation, and the 
transfer of heat and moisture from the earth's surface to the 
atmosphere and into the solid earth, in addition to the fundamental 
system of equations posed by Bjerknes. 

Richardson, a Quaker, served during World War I as an ambu- 
lance driver and, during this period, managed to write his revolu- 
tionary book while at the same time calculating by hand a trial 
forecast using the methods he proposed. Unfortunately, the result- 
ing 6-hour forecast, initialized at 0700 GMT on 20 May 1910, for a 
region encompassing Central Europe was a total failure, predicting 
an enormous (145 mbar) surface pressure rise, more than 100 times 
the observed magnitude of change. The primary reasons for this 
failure were the paucity of observations in the atmosphere at levels 
above the surface and the lengthy 6-hour extrapolation. Apart from 
the observational problems, Richardson's method was not practical 
owing to the tremendous volume of the computations. H e  estimat- 
ed that to have a forecast that kept ahead of current weather, 64,000 
human calculators, working in concert, would be needed. 

Two technological developments occurred during the next 25 

Fig. 1. Example of lattice covering the earth. This grid consists of 40 nodes 
in the latitude direction and 48 nodes in the longitude direction, for a total of 
1920 nodes. 

Table 1. Number of meteorological data processed at the European Center 
for Medium-Range Weather Forecasts for 0000 GMT, 7 February 1979, 
during the World Weather Experiments (3). 

Measurement platform 
Number 
of data 

Surface (land) observations 
Ship (ocean) observations 
Satellite winds (low level) 
Satellite winds (high level) 
Aircraft 
Ocean buoys 
Dropsondes, constant-level balloons 
Radiosonde temperatures 
Pilot balloon winds 
Satellite temperatures 

Total 

years, both of which were spurred by the outbreak of World War 11, 
that eventually made Richardson's methods feasible. The first was an 
enhancement of the upper-air meteorological observation network 
necessitated by military aviation requirements, which effectively 
relieved most of the observational problems that had doomed 
Richardson's first attempt at a numerical forecast to failure. The 
second, the advent of the electronic computer shortly after World 
War 11, the development of which benefited from the work of von 
Neumann, alleviated the computational burden. Von Neumann's 
role in modern numerical weather prediction, however, goes beyond 
his participation in the development of the modern computer. A 
brilliant mathematician and physicist, von Neumann envisaged in 
his computing machine the capability of addressing the most 
stubborn problems of physics and mathematics-those with signifi- 
cant nonlinearities. Hydrodynamic problems were among those he 
felt were ripe for fresh attack with the computer, and he suggested 
addressing the numerical computation of shock waves, turbulence, 
and weather prediction. His interest in weather forecasting was 
encouraged by the most influential atmospheric scientist of the day, 
Carl-Gustav Rossby (1898-1957), who had worked under Bjerknes 
and who immediately recognized the import for meteorology of the 
new electronic computing machine. Von Neumann wasted little 
time in setting up a research team to study numerical weather 
mediction within the Institute for Advanced Studv at Princeton. 

Among those involved in the formative years of computational 
weather prediction were scientists who would oversee the develop- 
ments $ this area for the coming quarter century: Jule cham& 
(1917-1981), Arnt Eliassen, Ragnar Fjortofi, Norman Phillips, 
George Platzman, Joseph Smagorinsky, and Philip Thompson. The 
contributions of these men, and others, led to the first experimental 24- 
hour weather predictions with an electronic computer for a region 
encompassing North America in April 1950. These first predictions 
were not only physically reasonable but moderately successful. The 
forecast model was, however, far more limited in scope than that 
designed by Richardson, in that the sole forecast variable was the 
pressure at a level approximately 5 krn above the surface. The major 
limiting factor that necessitated the forecast of a single variable was the 
speed and memory size of the available computer, called the ENIAC 
(Electronic Numerical Integrator and Calculator), which was less 
po\verful than today's personal computer. 

The success of the feasibility studies of the research group at the 
Institute for Advanced Studies spurred research worldwide in the 
new field of numerical weather &ediction. With the rapid advances 
in computer technology over the next three decades, the scope of 
numerical forecasting expanded commensurately. The spatial do- 
main, the length of the forecast interval, the number of variables, the 
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complexity of the included physical processes, and included interac- 
tions among the different processes have increased dramatically. In 
fact, the methods currently in use are remarkably similar to those 
originally presented by Richardson. 

Fundamental Equations 
To explore more fully the methods used in present-day numerical 

forecasting, we will first be more explicit about the physical laws and 
computational methods alluded to above. The prognostic equations 
governing atmospheric motions are presented below; for simplicity, 
we neglect the effects of moisture. 

Newton's second law can be expressed in the Eulerian form of the 
Navier-Stokes equations for an ideal, compressible gas on a Carte- 
sian plane tangent to and rotating with the earth's surface. These 
equations determine the time rate of change of the three compo- 
nents of the wind as a function of the forces that accelerate a unit 
mass of air. 

where V is the three-dimensional wind vector composed of the 
eastward component, u; the northward component, v;  and the 
vertical component, w; p is density, p is the pressure,& is acceleration 
of gravity; and F,, Fy ,  and F,  represent frictional forces in the x, y, 
and z directions, respectively. The terms on the left side represent 
the temporal rate of change of the velocity components at a fixed 
point in space. On the right-hand side are various forces per unit 
mass. The first terms represent advection of the wind components 
by the wind itself; these advective terms arise in the Eulerian 
framework in the calculation of local (fixed in space) time tenden- 
cies. The nonlinearity of these terms is the fundamental property 
that makes the solution of the system of equations impossible by 
analytic methods. The Coriolis forces per unit mass, represented by 
j?, ew, fu, and eu, are fictitious forces due to the rotation of the 
reference frame, the earth. The parameters f and e are functions of 
the earth's angular velocity, a ,  and latitude, + 

f = 2 a  sin + 

The gravitational and frictional forces, and the pressure gradient, are 
familiar body forces and stresses. 

The continuity-of-mass equation, expressing the principle that 
mass is conserved, relates the temporal rate of change of density to 
the advection of density and the divergence of the wind field: 

The ideal gas law relates pressure, density, and temperature: 

where R is the gas constant. 
The first law of thermodynamics expresses the consenration of 

energy: 
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where c, is the specific heat at constant pressure for dry air andQ is 
the diabatic heating rate per unit mass. Q takes into account 
radiative heating and cooling and frictional and difisive heating. 

The above system of equations describes the behavior of a 
hypothetical dry atmosphere. In the more general case, the effects of 
moisture are included by adding consenration equations for water 
vapor, liquid water, and frozen water, and adding the latent heat due 
to phase changes of water to the diabatic heating term Q .  Kasahara 
(3) provides a review of a more complete system of equations for a 
spherical coordinate system. 

This system of equations, with boundary conditions to determine 
the transport of heat, moisture, and momentum at the earth's 
surface, can, in principle, be solved in order to predict the tempera- 
ture, pressure, and wind fields. Owing to the nonlinearity and 
magnitude of the computational task, however, the solution must be 
numerical, and requires approximating derivatives in the continuous 
equations above with finite differences in space and time. The field 
variables are then predicted at the nodes of a lattice, as illustrated in 
Fig. 1. The values of the fields at the lattice nodes, or grid points, 
represent averages over discrete volumes of space and finite intenrals 
of time. 

If one formally performs a space-time average of the prognostic 
equations, the appropriate equations for the temporal rate of change 
of the averaged variables can be derived. However, as noted by 
Osborne Reynolds (1842-1912), the nonlinear advective terms 
involve the average of the products of variables, which is generally 
not identical to the product of the averaged variables. This corre- 
sponds to the physical property that within any discrete lattice 
volume, there will in general be variations in the fields on scales 
smaller than the size of the lattice, and these small-scale variations in 
the momentum and thermodynamic fields can induce changes in the 
averaged variables. If, for example, the computational lattice has a 
horizontal scale of 100 km, which is typical of today's high- 
resolution models, a thunderstorm with a horizontal scale of 10 km 
will not be resolved by the lattice; and yet the average values of 
temperature and humidity over the 100-km grid volume will be 
affected by the presence of the storm. 

In order to account for the effects of unresolved scales, the average 
effects of the small-scale features are related to the variables on the 
resolved scales by what is termed a closure relation. The problem of 
the determination of such a closure is not unlike the problem of 
deriving the laws of thermodynamics from the statistical mechanics 
of molecular motions, with the important exception that there is no 
generally clear scale separation between the parameterized subgrid 
scales and the resolved scales. This lack of separation between the 
temporal and spatial scales of the resolved and subgrid motions 
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Fig. 2. Record of skill, averaged annually, of predictions of the 500-mbar 
geopotential height over North America 36 hours ahead, made at the U.S. 
National Meteorological Center. Skill = 100% is a perfect forecast and skill 
= 0% represents the average skill of a forecast of climatology (22). 
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makes this a difficult, ill-posed problem, although recent attempts 
with powerfbl renormalization group techniques used in statistical 
physics look promising (4). Nonetheless, the approximation of the 
continuous equations describing atmospheric behavior by finite 
differences, and the representation of the continuous atmospheric 
variables by averages over discrete intenrals in space and time, 
represent a serious compromise. 

Other compromises are also made in the name of computational 
efficiency. These are generally related to those aspects of a numerical 
forecast model that deal with the radiation and cloud fields, the 
three phases of water, and trace gas constituents. The details of the 
physics associated with these variables are extremely complex and are 
phenomena fundamentally on the micrometer scale or smaller. In 
fact, the exact quantum-mechanical calculation of the radiation- 
absorption spectra of a typical radiatively active atmospheric constit- 
uent is limited by a lack of precise knowledge of the intermolecular 
potential field. Even a precise treatment of the condensation of 
water vapor and the growth of a single droplet to precipitation size 
is beyond the capability of available computers. Thus, approxima- 
tions must be made to the physical laws governing both the 
formation of clouds and the interaction of radiation with clouds and 
with radiatively active gases. 

Modern Numerical Weather Prediction 
Models 

The current level of sophistication and accuracy in numerical 
weather prediction can be elucidated by describing typical opera- 
tional models used for predictions for both the short range (0 to 3 
days) and medium range (1 to 10 days). It is usehl to make such a 
distinction between short- and medium-range forecasts because of a 
difference in modeling practice for these ni70 time scales. 

For the problem of medium-range weather forecasting, the model 
lattice must cover the entire globe, as shown in Fig. 1, since remote 
influences may affect local weather on this time scale. With the 
current generation of supercomputers, the effective limit on the 
number of lattice points is about 8 x lo5; these are distributed 
typically in the form of 16 concentric layers of 5 x lo4 lattice points 
covering each spherical surface. This leads to a horizontal separation 
between lattice points of approximately 100 to 200 km and a vertical 
separation of about 1 km between layers. 

The physical processes that are represented in most models 
include the latent heating of condensation in clouds; absorption and 
emission of radiation by the radiatively active constituents C02 ,  
H20 ,  and 0 3 ;  absorption and scattering of radiation by clouds and 
aerosols; and addition of heat and moisture and frictional forces at 
the earth's surface. Subgrid-scale mixing of heat, moisture, and 
momentum is represented by eddy diffusion processes. 

As discussed earlier, a critical component of numerical weather 

Fig. 3. Average corre- ' 0 0  1 
lation benveen forecast 
and obsenred sea-level - - 

pressure over North C 
America for rhe rnonrh 2 t 
of December 1985 as a - 

1 
function o f  the forecast 2 

j 
day. The average skill f e0 - Climatology 

of a climatological 8 . 1 
forecast for this month 
is also shown. The Me- d dium Range Forecast 4Q0 

Model of the National Days 

Weather Senrice is on 
the average more accurate than climatology for 7.5 days (23). 

prediction models is the preparation of an analysis of the prognostic 
variables at the initial time of the forecast. This phase involves 
analysis of huge numbers of diverse data from land-surface stations, 
ships, ocean buoys, satellites, aircraft, and balloons (Table 1). These 
data are observed from different geographic locations around the 
world, at different times, and with varying accuracies. They must be 
combined to obtain analyses at a single time on the regular lattice 
nodes of the model-as shown in Fig. 1. 

After the completion of the analysis phase, the necessary data are 
defined on the model lattice. However, if a forecast is initiated with 
these data, spurious, high-amplitude gravity-wave solutions will 
develop in the model. These solutions, which obscure the physically 
realistic evolution of the model atmosphere, arise from djrnamic 
imbalances between the wind, pressure, and temperature fields in 
the analyses. To eliminate these spurious solutions, the mass and 
momentum fields are mutually adjusted to a balanced state, a process 
termed initialization. Great progress has been made in recent years, 
both in the understanding of atmospheric balances and in develop- 
ing mathematical methods to make the small adjustments to the 
pressure, temperature, and wind analyses necessary to achieve this 
balance. 

The combination of higher resolution models, made possible by 
larger and faster computers, increased understanding of atmospheric 
physical processes and their better treatment in models, increased 
number of observational data, and improved analjrsis and initializa- 
tion techniques, have all contributed to a steady improvement in the 
skill of numerical weather prediction models since the 1950s (Fig. 
2). The average level of skill for the model currently in operational 
use at the National Weather Senrice (NWS) is illustrated in Fig. 3, 
which shows the average pointwise correlation betureen the forecast- 
ed and observed sea-level pressure over North America for the 
month of December 1985. The correlation of the climatological 
value of this field is also shown to gauge the level of skill in such 
predictions. Figure 3 shows that present-day forecast models exhibit 
skill to about day 7 of the forecast during winter and are reasonably 
accurate for the first 3 days of the forecast. 

Figure 4 shows the average of this correlation between the 
forecast and obsenred North American sea-level pressures averaged 
over the calendar year along with the time history of its improve- 
ment over the past decade. Note that averaging over all seasons leads 
to a correlation score of 45% for forecasts of climatology. Thus, 
since 1980 both 4- and 5-day forecasts have shown skill. The 
measures of skill shown in Figs. 3 and 4 senre to demonstrate that 
tremendous progress has been made in forecasting in the past 
decade. 

A modification of the above global technique is used for produc- 
ing more accurate short-range predictions over regions of special 
interest (5, 6). This method uses a higher horizontal resolution 
(typically 50 km) over the limited area of interest. The rationale for 
such a technique is that important local weather events often occur 
as a result of surface inhomogeneities, including mountains, and 
warm and cold frontal structures with spatial scales below that 
resolved by current global models. Regional models can resolve and 
predict these features more accurately. They also generally contain 
more realistic parameterizations of boundary-layer and precipitation 
processes, which are more influential on this scale (mesoscale). 
However, because such models are not global, they require specifi- 
cation of the forecast variables on the lateral boundaries of the 
model domain. The equations on the high-resolution, limited-area 
grid must be integrated in conjunction with a global model, which 
provides the regional model with lateral boundary conditions. 
Eventually, the solution over the fine mesh is dominated by the 
forecast variables from the global model, which deteriorates in skill 
as shown in Fig. 3. Thus regional models produce a superior 
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forecast in the fine-mesh domain for a short period-typically 72 
hours. 

Why Forecasts Are Inaccurate 
A striking aspect of Fig. 3 is the rather rapid deterioration of 

forecast skill. Because predictions of orbital motions and oceanic 
tides can be made many years in advance with only slight error, one 
might wonder why the weather can be predicted only several days in 
advance with useful accuracy. In the 1950s the inaccuracies of 
numerical weather forecasts were perceived to be due to the 
limitations imposed upon the resolution of models and the physical 
approximations by the power of the available computers. However, 
even in these early days at least two investigators, P. D. Thompson 
and E. N. Lorenz, suspected that there were some hdamenta l  
reasons for the decay of accuracy with time. By the late 1960s) 
Thompson and Lorenz had built a convincing case for the proposi- 
tion that the atmosphere was not indefinitely predictable, even with 
very high-resolution models with greatly improved treatment of 
physical processes (7). 

Thompson and Lorenz's early experiences in attempting to make 
numerical predictions led them both to note that numerical forecasts 
were sensitive to minor changes in their initial data. Thompson 
observed that the quality of the numerical forecasts depended 
significantly on the availability of upper-level reports at each individ- 
ual observing station. If data were missing at even a single station 
and interpolation was needed, the forecasts were not as successful. 
Lorenz's experience was similar. While rerunning some experimen- 
tal long-range numerical forecasts, Lorenz rounded off the initial 
data inserted into the computer. At the termination of the forecast, 
the forecasts initiated with the slightly modified data differed 
considerably from the original forecasts. Thompson pursued the 
reasons for the fundamental limits to atmospheric predictability by 
means of the statistical theory of homogeneous turbulence in two 
dimensions (a), whereas Lorenz attempted to understand his experi- 
mental results by designing a paradigm of the phenomenon of 
predictability of nonlinear systems (9). 

Lorenz's 1963 study has attracted a great deal of attention outside 
the science of meteorology. His paradigm was a system of three 
ordinary differential equations that, although far simpler than the 
equations describing atmospheric behavior, was the first example of 
a nonlinear system exhibiting "chaotic" behavior, that is, possessing 
nonperiodic solutions with sensitive dependence on their initial 
conditions. The ramifications of Lorenz's work have had tremen- 
dous impact on the fields of applied and pure mathematics, theoreti- 
cal physics, turbulence theory, mathematical biology, and the philos- 
ophy of determinism. Lorenz's study showed that some simple 
deterministic systems are only predictable for a finite time, which is 
dependent on the accuracy with which the initial conditions are 
specified. 

Lorenz's result for the simplified set of equations has been 
duplicated with sophisticated atmospheric models that show that 
two solutions differing only slightly in the initial conditions will 
diverge with time and eventually become statistically uncorrelated. 
Current estimates for atmospheric models suggest that the doubling 
time of small errors is between 2 and 2.5 days. 

Studies of homogeneous turbulence have shown that even with 
error-free initial conditions the predictability of atmospheric mo- 
tions is limited. The presence of subgrid scales that must be 
parameterized in the model will produce the same effect as errors in 
the initial data. This is caused by what is termed an inverse cascade 
of error, through which errors in the small scales, containing only a 
small fraction of the energy, induce errors in slightly larger scales. 

These in turn amplify and induce errors on still larger scales, until 
eventually all scales are contaminated. 

Because of the sensitivity of the forecast to errors in the initial data 
and treatment of the subgrid-scale processes, it makes little sense to 
treat any process in a forecast model with substantially more 
accuracy than the most inaccurate component of the forecasting 
system. Thus, a simple parameterization of infrared radiative heat- 
ing, which has a rather long time scale of variation, will suffice for a 
short-range forecast, while frictional effects near the earth's surface, 
which have a shorter time scale and a larger local impact, must be 
treated with more care. 

Numerical Weather Prediction and Related 
Disciplines 

In spite of the problems of limited predictability, forecasts of the 
weather made today are better than those of the past and are 
continuing to improve (Figs. 2 to 4). These forecasts are useful to 
many sectors of society; in addition, the scientific effort in meeting 
the forecast challenge of Bjerknes has benefited other areas of 
meteorology and related disciplines. 

One of the foremost benefits to the atmospheric sciences that has 
resulted from operational numerical weather prediction has been the 
accumulation of a large historical database through which we have 
discovered a great deal about the physics of the atmosphere. The 
daily analyses of winds, pressure, temperature, and moisture accu- 
mulated over the years of prediction-global since 1978 and 
hemispheric since 1966-have led to new discoveries on the role of 
orographically generated gravity waves, in the budgets of heat, 
water vapor, and angular momentum of the atmosphere, and a new 
understanding of the role of tropical circulation anomalies in 
producing intraseasonal circulation changes in mid-latitudes. Be- 
cause of the relatively short history of hemispheric and global 
predictions (20 years), the historical data sets are only now of 
sufficient length that scientists can begin to look at the interseasonal 
variations in the atmosphere with statistical confidence. In the 
future, with the extension of the global analyses to longer time 
periods, the longer term climate variations will be accessible to 
diagnosis. 

It is obvious that a numerical model requires a complete and 
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accurate initial analysis of the atmosphere to produce a good 
forecast. In recent years, scientists have shown that the converse is 
also true; to produce the most comprehensive and accurate global 
analysis of the atmosphere requires a good numerical model. The 
reason for this is that the irregular observational network collecting 
the diverse meteorological data (Table 1) is not sufficiently dense in 
space or time to describe fully the atmosphere. The solution to this 
problem has been to use the information contained in the physical 
laws governing the atmosphere and treat the observations in four 
dimensions (space and time) with statistical interpolation in space 
and a numerical integration to interpolate in time. This technique is 
known as four-dimensional data assimilation and was first proposed 
by Charney in 1969 as a means of filling the large voids in the 
observational network (1 0). This method of analysis has resulted in 
a synergetic relation between observational meteorology and nu- 
merical prediction. Through analysis and interpretation of the 
obsenrations, model deficiencies can be detected and corrected, thus 
improving not only the quality of the prediction but also the quality 
of subsequent analyses. 

Another outgrowth of numerical forecasting that has had a 
substantial impact on meteorology has been the development and 
use of models for the simulation of the earth's past, present, and 
future climate. Because of the long time scales involved, more care 
must be taken in the parameterization of heat input and energy loss 
(radiative and latent heating, turbulent transport of heat, moisture, 
and momentum in the b o u n d a ~  layer, and cloud-radiation interac- 
tions) when simulating climate, but the general methodology is 
identical to that of medium-range forecasting. The scientific fore- 
sight to examine the climate of the earth in this manner is attributed 
to von Neumann, who envisioned the simulation of the equilibrium 
statistical behavior of the atmosphere as the next problem beyond 
short-range forecasts that the use of computational models could 
most easily address. 

Early climate simulations were only partially successful in depict- 
ing the features of the general circulation. Within the last decade, 
however, global models have improved and now are sufficiently 
successful in their simulation of present climate that researchers have 
begun to examine the questions of climate change in the manner 
foreseen by von Neumann. Scientists today are investigating the 
sensitivity of the earth's climate to changes in the concentration of 
radiatively active trace gas constituents such as C 0 2  and CH4 (11, 
12) and changes in the biosphere such as the effects of deforestation 
(13). Ice-age climates have been simulated in an effort to understand 
the mechanisms of these radical departures from the present climate 
(14,15). In the future, models coupling the biosphere and the world 
oceans will be integrated with atmospheric models to gain fuller 
knowledge of the importance of these interactions on climate time 
scales. 

A natural extension of meteorological modeling methods is that 
of modeling the oceans. Oceanographers, who also study a sparsely 
observed fluid system, are currently applying the methods used by 
atmospheric scientists to learn more about the fundamental dynam- 
ics of the oceans, through a judicious blending of observations and 
computation. One reason for the recent interest in such techniques 
is that, because of the small scale of energetic oceanic eddies as 
compared to their atmospheric counterparts, only with the current 
generation of supercomputers have realistic ocean models become a 
possibility. 

Another discipline that has benefited from the experience of 
researchers in numerical weather prediction is computational fluid 
dynamics. The necessity of extended integration for the purpose of 
climate simulation uncovered an unsuspected nonlinear computa- 
tional instability. This was first observed and analyzed by Phillips 
(16). The solution of the problem of nonlinear instability led 

atmospheric scientists such as Arakawa (17) to design conservative 
finite-difference methods for the integration of nonlinear equations 
and others to develop new spectral methods in which the forecast 
variables are approximated by continuous, spectral (wave-like) 
functions. Arakawa's methods are now widely used not only in the 
atmospheric and oceanic sciences but also in models of aeronautical 
and mechanical engineering flows. The efforts to make spectral 
methods computationally efficient have succeeded to the extent that 
these methods are now the technique of choice for global atmo- 
spheric modeling and engineering problems with simple geometries. 

Future Prospects 
As for the future of computational forecasting, the advent of the 

next generation of supercomputers in the 1990s and the develop- 
ment of new observing systems bode well for the continued steady 
improvement of numerical forecasting skill. However, there is also a 
perception that increased accuracy of forecasts will require more 
accurate parameterizations of physical processes and better initial 
analyses of the variables to which these parameterizations are 
sensitive, especially water vapor, clouds, and large-scale vertical 
motions. A symptom of these problems is seen in present-day 
medium-range forecast models, where systematically the precipita- 
tion in the tropics is about 50% less than the observed precipita- 
tion for this region during the first 1 to 2 days of the forecast. 
Researchers are addressing this problem by attempting to define 
better the initial water vapor and vertical velocity fields by means of 
satellite observations in order to circumvent this delay in the 
development of precipitation. This delay is also a major problem in 
short-range forecasting on the mesoscale, since latent heating and 
convective scale motions are appreciable energy sources for this 
scale. 

The current frontiers of numerical weather prediction tend to- 
ward opposing ends of the spectrum of time and space scales: the 
extension of medium-range forecasting into long-range (beyond 10 
days) forecasting of the large-scale features of the circulation and the 
extension of short-range forecasting to ever smaller scale atmospher- 
ic phenomena. Both of these time-space scales are influenced 
strongly by diabatic physical processes, of which the interactions 
among water vapor, clouds, precipitation, and radiation are the 
most uncertain at present. Progress on this problem is requisite if 
forecasting is to improve significantly beyond its current state. There 
is, however, an advantage to the fact that both the large and the 
small spatial scales that are currently being most studied are removed 
from the scales of maximum temporal variance and are therefore 
more susceptible to diabatic effects. In fact, the inhomogeneities 
induced by diabatic effects may render the predictability estimates 
made under the assumption of statistical homogeneity overly pessi- 
mistic. Some evidence supporting such notions may be seen in 
recent studies of extended-range and mesoscale forecasting (18, 19). 

The dynamics of global weather regimes-the focus of extended- 
range forecasts-are affected not only by inhomogeneities in the 
earth's surface such as land-sea contrasts and mountains, but also by 
energetic eddies of the synoptic scale, which contain most of the 
energy and the temporal variance of the atmosphere and are not 
predictable at extended range. Similarly, mesoscale systems such as 
frontal rain bands and complexes of convective storms receive 
energy from both diabatic heating on the mesoscale and motions at 
larger scales that have limits to their predictability. Thus both 
extended-range forecasting and short-range mesoscale forecasting 
will be most successful if they combine probabilistic and dynamical 
methods. Such stochastic dynamic methods have not been opera- 
tionally used for lack of adequate computer power, but the next- 
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generation computers will allow such techniques in the near Future. 
The development of new ground- and space-based remote sensing 

observational systems (20, 21) has also encouraged researchers in 
global and mesoscale forecasting. Ground-based systems include the 
UHF (Ultra High Frequency) and VHF (Very High Frequency) 
Doppler-radar wind profilers, and microwave-radiometer tempera- 
ture Hnd water vaporhrofilers. The radar wind profiler is capable of 
measuring, with great accuracy, the vertical profile of winds over a 
particular location with a temporal resolution of about 30 minutes. 
The six-channel microwave radiometers provide high temporal 
resolution of temperatures and water vapor; however, the vertical 
resolution of these systems (typically 2 km) is lower than that of 
radiosonde systems (typically 500 m). 

Current satellites provide useful information on the wind, tem- 
perature, water vapor, and cloud fields. Geostationary satellites, at 
an altitude of 36,000 km above a fixed point on the earth, provide 
high-resolution (in time and in the horizontal dimension) cloud- 
image data in visible and infrared wavelengths. Time-lapse pictures 
are used to infer cloud motions, which provide estimates of 
horizontal winds. They also provide similarly high-resolution tem- 
perature and moisture soundings using a 12-channel infrared radi- 
ometer; however, the vertical resolution of these soundings is about 
the same as that of the surface-based microwave ~rofilers. 

Polar orbiting weather satellites provide soundings of tempera- 
ture and water vapor with greater vertical resolution than the 
geostationary satellites because of their lourer orbits (about 850 km) 
and their use of higher resolution (20 channels) infrared sounders. 
However, in their sun-synchronous orbits, they sample only limited 
regions of the atmosphere at any one time. 

Altogether, the adove high-resolution (in either space or time) 
data, when used in a four-dimensional data assimilation scheme, are 
capable of resolving mesoscale atmospheric structures on a global 
basis to an extent never before ~ossible. New instrumentation 
planned for future satellites scheduled for launch during the next 
decade will provide even more accurate data at higher resolutions, 
promising significantly more complete atmospheric data sets for 
initializing numerical models. 

In summary, forecasting the weather by numerical models will 
continue to be an area of active research and an integral part of the 
science of meteorology and its interaction with other disciplines. 
Not only are improved forecasts an important operational goal, the 
new forecast models will serve the important role of providing 
stringent verifications of the parameterized physical processes in 
research models that couple atmospheric, oceanic, and land-surface 
processes. These are the facets of climate models that, because of 
their uncertainty, limit our ability to answer definitively questions 
concerning climate variability and change. 
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AAAS-Newcomb Cleveland Prize 
To Be Awarded for an Article or a Report Published in Science 

The AAAS-Newcomb Cleveland Prize is awarded to the 1 author of an outstanding paper published in Science The r aluc of 
the prize is $5000, the winner also receives a bronze medal The 
current competition period began with the 5 June 1987 issue and 

I ends with the issue of 27 May 1988 
Reports and Articles that include original research data, theo- 

ries, or syntheses and are fundamental contributions to basic 
knowledge or technical achie~ements of far-reaching conse- 
quence are eligible fol consideration of the prize The paper must 
be a first-time publication of the author's own work Reference 
to pertinent earlier work bv the author mav be included to give 
perspective. 

Throughout the competition period, readers are in~ited to 

nominate papers appearing in the Reports or Articles sections. 
Nominations must be typed, and the following information 
provided: the title of the paper, issue in which it was published, 
author's name, and a brief statement of justification for nomina- 
tion. Nominations should be submitted to the AAAS-Newcomb 
Cleveland Prize, AAAS, Room 924, 1333 H Street, NW, 
Washington, DC 20005, and must be received on or before 30 
June 1988. Final selection will rest with a panel of distinguished 
scientists appointed by the editor of ~cience .  
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The award will be presented at a ceremony preceding the 
President's Public Lecture at the 1989 AAAS annual meetinn to 

D 

be held in San Francisco. In cases of multiple authorship, the 
prize will be divided equall!l between or among the authors. 
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