
Three-Dimensional Representation and 
Analysis of Brain Energy Metabolism 

Quantitative autoradiography of brain glucose metabo- 
lism has been combined with digital image processing to 
represent the brain as a three-dimensional (3-D) recon- 
struction of brain energy use. Autoradiographs contain 
enormous amounts of potentially useful data, but conven- 
tional analyses, based on tedious manual methods, can 
sample and analyze only a small portion of this informa- 
tion. Computer 3-D reconstruction provides a mecha- 
nism for observing and analyzing all the data; therefore, a 
system of computer programs was developed for this 
purpose. The programs use digital imaging methods for 
image registration, superimpose whole brain data sets, 
and allow resampling of the 3-D data in arbitrary planes 
for pixel-by-pixel comparisons among multiple 3-D sets. 
These programs operate on the mathematical properties 
of the images alone, obviating the need for manual image 
alignment. Various statistical analyses can be applied to 
the data directly to study the patterns of metabolic 
changes in different experiments. The system is applied to 
data from experiments on the influence of injectable 
anesthetics on cerebral glucose metabolism. 

C EREBRAL FUNCTION IS DEPENDENT ON NEURONAL ORGA- 

nization and metabolic activity. The wide variety of behav- 
iors exhibited by living creatures is reflected in the anatomic 

complexin of the brain, where the relations between the regional 
organization of nerve cell groups and function have been identified 
by descriptive neuroanatomy. Likewise, the brain exhibits a complex 
metabolic pattern. This pattern is revealed by quantitative autoradi- 
ography of the cerebral metabolic rate of glucose utilization 
(CMRglc), which is a reflection of the rate of the energy consump- 
tion required to support cellular activity throughout the entire brain 
(1 ). Quantitative autoradiography of CMRglc permits the examina- 
tion of anatomy and function simultaneously and in great detail. Its 
high resolution requires computer methods in order to fully utilize 
the immense amount of data available; often there are millions of 
individual measurements per rat brain. Computer reconstruction of 
the brain in three dimensions provides a mechanism for organizing 
and comparing data from different experiments in full detail over the 
entire brain. We have developed a reconstruction program system 
that uses digital image processing to minimize the labor and 
operator bias inherent in interactive imaging methods. These pro- 
grams can be applied to a varien of measurements in addition to 
CMRglc, including studies of blood flow, blood-brain barrier 
transport, and receptor mapping. At present the techniques have 

been most widely employed in experiments on CMRglc in rats. T h ~ s  
application is therefore used for illustration. 

The measurement of CMRglc by quantitative autoradiography is 
relatively straightforward. The essential requirement is a tracer of 
glucose metabolism that generates a labeled product that remains in 
the brain at the site of metabolism for the experimental period. 
There are two distinctly different types of tracers currently being 
used: fully metabolizable glucose labeled in a specific position (2) 
and glucose analogs such as deoxyglucose (3). In our laboratory, we 
prefer the use of [6-14~]glucose because the time of the experiment 
can be kept short, and the kinetics are considerably simpler. 
Nevertheless, both types of glucose tracers are employed in a similar 
manner. Each is introduced into circulation for a period of time (5 
to 10 minutes for [6-14C]glucose or 45 minutes for [14C]deoxyglu- 
cose); during this period frequent blood samples are taken for the 
determination of circulating glucose and radioactivity concentra- 
tions. At the end of the experiment, the rat is killed, its brain is 
sectioned, and the sections are placed against x-ray film to produce 
autoradiographs. Typically, in our laboratory, 40-ym-thick sections 
are cut through the entire brain, yielding about 560 sections. 
Usually, only one section in four is saved and exposed to x-ray film. 
When developed and digitized at 100-ym resolution, each image 
contains from 10,000 to 15,000 individual measurements of 
CMRglc, or about 1.5 million data points for the whole brain. The 
radioactivity of the sections is quantitated by comparing the optical 
densities of the x-ray film images with the optical densities produced 
by a set of calibrated standards. The amount of radioactivity in any 
given tissue volume is a function of its CMRglc, the circulating 
glucose and tracer concentrations, and time. Thus, all experimental 
variables from which CMRglc is calculated are measured. 

In most laboratories, autoradiographs are analyzed manually by 
measuring the optical density at arbitrary points in 50 to 100 neural 
structures. The results are reported as sets of CMRglc values 
corresponding to these optical density measurements. Thus, only a 
small fraction of the immense amount of autoradiographic data 
available from each experiment is examined. Comparison of different 
experiments relies on the reproducibility of manual measurement 
and the extent to which a single measurement accurately represents 
the metabolism of an entire neural structure. The potential for bias 
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I analytic statistical methods can be applied to the whole brain or to 
selected axial or sagittal planes. These routines, written in FOR- 
TRAN and running on DEC VAX 111780 and Micro VAX I1 
computers and AED 1024 color terminals, provide a powerfd 
collection of tools to examine brain function (5). 

I Preparation of Images 

The experimental procedures fbr conducting CMRglc experi- 
ments, for making sections, for making autoradiographs and digitiz- 
ing them, and fbr converting optical density values to CMRglc are 

Fig. stF in e g  and nc-mcting a rat brain are from described elsewhere (2). For our desuiption we shall begin with the left to right. (i) First the brain is sectioned. (ii) The sections are placed 
-t x-ray film to images. (iii) me film is digi- by a files representing digitized images that have been converted to rates 
driven microdensitometer; CMRglc is calculated for each individual pkel, of @ume utilization. Although it is convenient to discuss these files 
color-dcd, and dis layed. (iv) Images are rotated and translated to the as "images," in reality they consist of a large number of individual 
~ a o f a ~ c o o ~ t e V s t ~ ~ ~ Y ~  ( v ) t h e w a r e r m b l e d a s  rate determinations. These are group4 into d i m e  levels and 
a 3-D reconstruction in a defined coordinate axes system. displayed on the color terminal for the sake of convenience. Our 

display programs enable the experimenter to assign color to a rate 
in this approach is usually accepted as a suitable compromise be- value arbitrarily or by equalization. Histogram-equalized rate-to- 
tween subjective undersampling and the interpretive difKculty inher- color assignments result in approximately equal numbers of pixels in 
ent in such large bodies of data. A second, perhaps more important, each of the displayed colors; such an assignment best uses the 
problem with conventional methods is that the response of the dynamic range of the colors to maximize the overall contrast in the 
central nervous system to a stimulus is seldom localized to one or image. Further, a single equalized assignment may be calculated for 
even a few structures. We have found in a variety of studies that the all the images in a serial set. This usually provides adequate viewing 
response is much more widespread, in some cases &&g virtually contrast within each single image as well as the means fbr compari- 
every point in the brain to a greater or lesser degree. Therefbre, to sons with the other images in the set. Here we use only one 
filly characterize experimental changes, it is necessary to examine assignment for rate data, which was derived fiom many serial sets, to 
the entire data set. provide a common visual reference. 

Recommuction of autoradiographic data provides a method fbr Before submitting the image files to alignment and assembly 
comparing diffkent experiments, and for c o m b i i  similar experi- routines some editing may be required. Each image is scrutinized for 
ments to hm average and standard deviation data sets (4). Average artifacts outside the image field (for example, dust or a strip of dura 
reconstructom can be compared to each ather point-by-point, and the that became detached and projects away fiom tissue margin). These 
diffknces identified on the basis of probable significance. Also tfuw- artifacts can interfere with the image alignment and scaling pro- 
dimensional (3-D) reconstructions easily lend themselves to multivari- grams. Therefore, interactive graphics programs were written to 
ate statistical methods such as principal component analysis. allow the investigator to identify and remove them. 

Reconstruction Overview 
Our overall goal has been to make the computer do as many of the 

operations as possible. Although there remain some tasks that must 
be done by the operator, these have been restricted to those 
involving manual handling of objects (for example, tissue section- 
ing) or to those tasks that involve objective decisions (for example, 
expunging external artifacts). A typical sequence of events leading to 
the reconstruction of a single brain is illustrated in Fig. 1. (i) Brains 
are sectioned and high quality autoradiographs are produced. (ii) 
The autoradiographs are scanned with a computer-operated micro- 
densitometer (Optronics P-1000). The data, stored in optical 
density files, are converted to CMRglc values, based on other 
experimental measurements unique to the experiment and animal. 
(iii) The images are displayed. At this stage artifacts in the field 
surrounding the image are removed, because these can interfere with 
subsequent alignment operations. (iv) The images are aligned by 
using one or both of the algorithms desuibed below so that they are 
in register with the other images in the same serial set. (v) The 
images are combined and displayed, as in the stereogram of whole 
brain shown in Fig. 1. 

There are a variety of other operations that may now be per- 
fbrmed on the 3-D reconstructions: The whole brain can be 
resampled either axially or sagittally to reveal internal structures; 
several brains can be combined into a group-average brain where 
each point represents the mean and has a standard deviation; and 

Image Registration 
A fundamental ~roblem confronting all 3-D reconstructions is " 

that of image regisGation. In most of the reconstructions reported in 
the literature, registration involves the interactive matching of 
artificially introduced fiducial marks or image features common to 

Fig. 2. Image align- 
ment by the principal 
axes method. After 
scanning, the w 
must be translated and 
rotatedtobeplacedin 
register. In the prina- 
pal axes method, the 
EcIltQ of maSS (cen- 
troid) and rincipal 
axes are c a ~ J t e d  for 
each image (A). The 

istranslatedtoa -j= . pre etemuned set of 
coordinates by using 
the centroid as the im- 
age refaence point 
(B). The amount of rotation is determined from the angle between the long 
principal axis and the horizontal reference axis. The image is then rotated so 
that the principal axis is coincident with the horizontal axis (C). Many 
sections are assembled into a 3-D reconstruction with their ~ ~ ~ t r o i d s  as the 
common derence point (D). 
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Fig. 3. Image translation by the cross-correlation methad. G c n d y  image 
midg~ments have both translational and rotational components, which 
must be corrected in separate steps of an iterative procedure. Here correction 
for a translational misalignment is demonstrated for images BEFORE.091 
( w e d )  and BEFORE.092, where image 92 has been artificially displaced 
down and to the ri t as shown. The correct displacement up and to the left 
can be determined f!' om the location of the maximum of the cross-correlation 
function. First the images are smoothed (second row, left) and the features 
enhanced bv a d e n t  owrator (third row. left). The cross-correlation 
function is ~al&ted for the smoothed, edge-&and images with the fist 
Fourier transfbrm (upper right). The in ut gradient images are shown 
supetpod h e r  the translation (lower ri&t). 

Flg. 4. Application of polar resampling to inrgular d o n s .  (TOP row) Two 
adjacent sections. The one on the left was successfully aligned by the 
principal axes merhod, but the one on the right is missing a portion of the 
occipital cortex, hence, both the angle of rotation and the center of mass are 
a k t .  In & instance both &ions were sampled around 360" at 2" 
increments. 1Semnd row) Unncated ~olar-resam~kd versions of the 
sections. (Third row) Th; smoothed, 'gradient-okted images. (The 
smoorh, edged-enhand images are the a& input the cross-&&tion 
calculation.) The result in^^ aliened imape (bottom was produced bv 
iterative calkations of th; ro&ional an2 k l a t i o n a l  &fo&tions und  
no s@cant further changes in the image orientation were obtained. 

adjacent sections. We have rejected these approaches because they the origin of a reference coordinate system and a rotation that makes 
are time-consuming and subjective. Instead, we have implemented the longest principal axis coincident with that system's horizontal 
two distinct alignment procedures that rely only on the mathemati- axis (Fig. 2). Application of the algorithm to the images in a serial 
cal properties of the images and are, thedore, objective and set produces a set of images that are in register. The amounts of 
automatic. The first procedure is based on the principal axes rotation and translation necessary for alignment are calculated best 
L_---C---L-- - -2 -L- ----- J : 1 ..-- ----- ----I---- ----I-:-- - - -n -- ---L:-L--- : ----- :- :--> L-- -L- .------ uansrorrnanon, anu mc scconu ulvo~vcs cross-currcrauo~l~~la~ulll~ 
of image features. 

For any point in a rigid body, the principal axes transformation 
determines a set of orthogonal axes (the principal axes) and corre- 
sponding principal moments of inertia (6). The coronal section 
image is treated as a rigid body; the nonzero pixels are assigned a 
value of one and the principal axes are calculated for the center of 
mass (centroid) of those points. Coincidentally, the principal axis 
through the coronal section in its longest dimension is formally 
equivalent to the line of best fit through the image (7). Alignment 
therefore consists of a translation that places the image centroid in 

vaues; no suojecuve Input LS rcqulrea rrom mc cxpcrlmcnccr. 
The principal axes method works well for most rat brain coronal 

sections (4). However, if the image is nearly round (principal axes 
about equal), or if the bilateral symmetry of the image is lacking (for 
example, in damaged or asymmetric sections), the principal axes 
alignment may be unsatisfactory. This occurs routinely in about 8 to 
12 images in a serial set of 125. Alignment of these problem sections 
by cross-correlation was suggested by the experience of one of us in 
an unrelated 3-D reconstruction project (8). 

The correlation of nonidentical images (cross-correlation) is a 
measure of their similarity, including the extent to which they are in 
register (7, 9, 10). Cross-correlation is a two-dimensional function 
in which the location of the maximum is related to the relative 
translation required to superimpose one image onto the other. 
Conceptually, one image is held fixed while the second is r e p i -  
tioned (by translations only) to overlay the first in every possible 
position. At each step, the pixel-by-pixel product of the two images 

Fig. 5. A reconstruction coordinate system. Shown here is the Camsian 
coordinate system in which the 3-D reconstructions are assembled. The 
coronal hag&, by definition, lie in planes coincident with, or parallel to, the 
m  lane. The brain e n v k  shown as contours is that of a "standard serial 
2 constructed as the niean of 12 normal glucose utilization controls. 
Reconstructions of experimental data are fully specified by nine degrees of 
Won+rotations, translations, and scahg on all three axes. Image 
alignment fixes five of them (the d m  rotations, and translations along the x 
and y axes) and, because the autoradiographs are all life-size, the x and y scale 
factors are 1. S d q  along the z axis is proportional to the intersection 
spacing, and the experimental reconstruction is located along the z axis with 
respect to the "standard" brain as described in the text. Once dctmnhed, 
these nine quantities speufy the location of each pixel in this space, and 
permit the comparison of metabolic data from diffarnt reconsuuctions. 



Flg. 6. Rcpnscntation of whole brain data. Once the individual sectiona 
resenting a brain set have been aligned, thcy may be displayed. Here, the 

x o l e  brain data can be arranged as a s t m o p m  and then cut horizontally, 
sagittally, or in any combination. All stercogram views distort the anatomy 
shghtly because thcy arc produced by offsating cach serial image by a fixed 
number of rows and columns, without regard to pers ve. More faithful 
repnscntationa of rat brain anatomy can be obtain $" by direct horizontal 
(axial image) views obtained &a locating the 3-D reconstruction within the 
reconstruction coordinate system (see text). 

over the regions of mutual overlap form the values of the cross- 
correlation. The cross-correlation has its maximum value at that 
point corresponding to the greatest overlap of both images' features. 

In our implementation, cross-correlation is used to compare the 
edges of high-contrast features in adjacent sections (11), rather than 
the overall image size and shape used by the principal axes method. 
Because cross-correlation uses more of the information in an image, 
it is less sensitive to image asymmetry or to the magnitude of 
section-to-section changes and reliably produces improvements in 
imagcs inadequately treated by the principal axes method. Further, 
it can be selectively applied to the undamaged portion of an image to 
align that image. 

Rg. 8. Anesthetic action on cerebral glucose metabolism. The &kt of three 
separate injectable anesthetics is shown in t h e  s y  (Top row) 
Stacograms of whole brains; (bottom row) the samc b m  with the top half 
m w e d  to rcvcal internal saucturcs. (Rmt column) An unanesth& 
conwl (CONTHIO); (second column) the &kt of an ancsthetic dose of 
th iop ta l  that deprrsses brain metabolism in all areas (THIOSOMG); (thlrd 
column) the &kt of kctamine, a dissociate ancsthctic, which dcprrsses brain 
metabolism in some areas, but causes a stirnulatory &kt in others, notably 
the hippocampus (KETIOMG); (fourth column) the &kt of ctomidate, an 
anesthetic h c h  markedly depressed brain metabolism but has its primary 
&kt on the forebrain (ETOMMMG). 

Flg. 7. S c v d  brains can be combined into one "average brain." Bccausc 
brains from rats of the samc age, weight, and sex arc k h l y  unihrm and 
di&r in overall dimensions by only a few percent, it is possible to put than 
together, thereby creating an average data set. The creation of average scts 
involvcs two  st^. First, the individual homologous sections arc scaled. 
There arc small SKC di&mca on the order of 4 to 8 percent b e e n  rat 
brains. Therrfbre cach image in a set of equivalent images is scaled to the 
m a n  height and width of its set. The centa of the image is held constant and 

arate scale factors for the horizontal and vertical directions arc applied. zLsdy the assembly of the average brain involves the statistical 
analysis of ornologous pixels. In this way cach point can be given a 
statistical representative such as an average, standard deviation, or standard 
error. (Top row) Four individual brains. Thcsc four brains were combined 
into an average (bottom lower Idt) shown next to an image of the standard 
deviation. 

Another feature of the cross-correlation method is the necessity of 
cormxing the translational and rotational components of the &- 
alignment in separate steps. Because the two components are 
coupled such that a change in one simultaneously produces a change 
in the other, it is necessary to correct the components separately, one 
at a time. Our program implementation of cross-correlation does 
this iteratively until no further significant change in the image's 
orientation is produced. Cross-correlation correction of translation- 
al misalignment is illustrated in Fig. 3. 

Rotational registration can be e k t e d  by cross-correlation be- 
cause a rotational shift in Cartesian coordinates is equivalent to a 

Rg. 8. Thc &kt ofthe &&rent anesthetics can be compared by subtraction 
tdmiqucs. (Top row) Axial views through control, thloptal-,  kctaminc, 
and ctornidate-anesthetized rats; the bottom two rows contain paks of 
subtraction images: (mlddlo row) arcas showing a metabolic depression; 
(bottom row) areas where a stimulation of metabolism occurred. Note that 
the key fbr the bottom two rows is in units of pemnt di&mce. 
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translational shift in polar coordinates (10, 12). Before calculating 
the cross-correlation function, the coronal section images (both the 
reference image and the unaligned image) must be resampled in 
polar coordinates. The polar origin is set at the image centroid 
(determined previously by the principal axes calculation), and 
colunms of pixel values are determined along rays from the origin at 
a constant angle increment (Fig. 4). The columns are then arranged 
vertically and parallel to each other in the manner of a Mercator's 
projection (Fig. 4, second row). These polar-resampled images are 
then smoothed and edge-enhanced before the cross-correlation is 
calculated. The column coordinate of the maximum of the cross- 
correlation function is directly proportional to the angular compo- 
nent of the misregistration. 

In practice, the principal axes alignment is calculated for all the 
images, with a cross-correlation alignment calculated for those 
(usually hindbrain) sections that remain obviously misaligned. The 
principal axes alignment is a relatively inexpensive calculation (20 to 
30 CPU-seconds per serial section on a DEC VAX 111780 comput- 
er), whereas cross-correlation is more time consuming (45 to 60 
CPU-minutes per section, evaluated with the fast Fourier trans- 
form). Cross-correlation alignment usually produces only small 
adjustments in rotation (i- 1 .OO) and translation (i- 1 to 2 pixels) for 
most images aligned by the principal axes method, so that its 
practical utility is greatest for asymmetric sections. 

Assembly of the Aligned Images 
The final step in reconstruction is the location of each coronal 

section image in a defined coordinate system, to reproduce the 
intersection spacing and to enable the direct comparison of corre- 
sponding data from different 3-D data sets. The reconstruction 
coordinate system is shown in Fig. 5. The coronal sections, by 
definition, lie in planes parallel to, or coincident with, the xy plane. 
Alignment places the image centroids on the z axis with the longer 
principal axis parallel to the x axis. The full specification of the 
reconstruction involves nine degrees of freedom-a rotation, a 
translation, and a scaling with respect to each of the three axes. 
Image alignment fixes five of them (the three rotations and the 
translations along x and y), and because the autoradiographs are all 
life-size, the x arid y scale factors are 1. In addition, the z scaling is 
proportional to the spacing of the sections used to prepare the 
autoradiographs. 

Remaining to be determined is the z translation, that is, the 
movement of the 3-D reconstruction along the z axis until it occupies 
some standard location with respect to the axes. We have chosen to 
place reconstructions into this coordinate franle such that their outer 
envelopes maximally overlap with that of a "standard serial ser" (Fig. 
5), itself constructed as the mean of 12 normal glucose utilization 
controls. The location of this "standard" 3-D reconstruction was 
defined as that which places the occulomotor complex at the origin. 
Essentially, the experimental 3-D reconstruction is translated along the 
z axis by increments, while calculating the sum of the differences 
squared between x coordinates of homologous sets of points at 
constanty along the edges of both envelopes. The best fit is taken as the 
value of z at which the sum of squares is least. Once determined, the z 
translation and the intersection spacing are used to calculate a z 
coordinate for each coronal section. With the coronal sections thus 
located in the coordinate franle, the reconstructions can be &splayed as 
stereograms (Fig. 6)  or resampled in any horizontal or sagittal plane, 
for display or comparison among different experiments. 

The standard brain and the coordinate system defined around it 
also senre as the basis for a stereotactic atlas of metabolic structures 
(13). 

Correspondence of Data in Multiple 3-D 
Reconstructions 

We have used two methods to establish the correspondence of 
metabolic data, by structure, among separate 3-D data sets. One 
method [described previously in (4)]  is to simply assign serial 
numbers to the images so that images from different serial sets 
having the same number are taken to represent the same brain 
section. Serial sets so defined can be compared by matching data, 
pixel-by-piuel, in equivalent coronal section images. This method 
was used to prepare the mean and standard deviation reconstruc- 
tions in Fig. 7. 

In general, however, the coronal sections in different serial sets 
sample the physical brain in different planes, creating an inevitable 
limit to the accuracy of correspondence. A second method, alluded 
to above in the description of the determination of the z coordinates 
of images, involves comparisons of horizontal and sagittal images 
retrieved from experimental data reconstructions. Such images can 
be located precisely in an image matrix by using the reconstruction 
coordinates, and comparisons among multiple axial images may be 
made (see below). In this way, any lack of structural correspondence 
among the coronal planes of different reconstructions can be 
overcome by using images in the other planes at right angles to 
them. 

One further correspondence error is related to the uncertainty of the 
angle at which the coronal sections were cut. That is, there is an 
uncertainty in the value of the angle made by the coronal section 
normal and a "true" longitudinal axis, represented in our system by the 
z axis. We assume that this angle has a small value (on the order of a 
few degrees, because the frozen brain is mounted with respect to a 
vertical plumb line) and, in fact, treat the reconstructed data as if the 
angle were zero. The actual out-of-plane uncertainty in the z location 
of the tissue points sampled by autoradiography varies as the product 
[(R)sin(A)], where A is the angle made by the coronal plane normal 
and the "true" longitulnal a~is,  and R is the distance between a pixel 
and the image center (at the z ais ) .  Obviously, the uncertainty is 
greatest at the edges of the tissue sections. The value of R for edge 
points ranges from 5000 pm (in they direction) to 8000 pm (in the x 
direction), and for a lo angle, the out-of-plane error at a distance of 
8000 pm would be 140 pm, or an error on the order of the section 
spacing. Further, we can assurne that the coronal normal vector is 
randomly distributed about the z axis, with the distribution maximum 
at the z axis. In the worst case, coronal images with the sanle z 
coordinate ma5 at the outermost edges, actually sanlple the brain at 
locatiops separated by the equivalent of a few sections. Fortunately, 
most structures of interest are large relative to such errors, so that direct 
comparisons appear not to s d e r  significantly. Nevertheless, even slight 
errors in correspondence are of concern, and we are currently seeking a 
solution to this problem. 

Some Illustrative Examples 
The methods of 3-D reconstruction described above are ideally 

suited to help evaluate the complex patterns of metabolism seen in 
drug studies. To illustrate this we have compared three anesthetics: 
thiopental, ketanline, and etomidate (Fig. 8) .  Thiopental is a 
barbiturate anesthetic of short duration. At anesthetic doses it 
produces a profound decrease in cerebral energy metabolism, as well 
as causing a decrease in blood pressure, body temperature, and 
respiratory depression. Ketamine is a dissociative anesthetic that 
interferes with the perception of pain, but allows some degree of 
consciousness. Ketamine has no significant effects on blood pres- 
sure, temperature, or respiration at anesthetic doses. The imidazole 
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derivative etomidate is a hypnotic. It can produce a profound 
decrease in oxygen consumption like barbiturates, but unlike barbi- 
turates it does not interfere significantly with temperature regula- 
tion, blood pressure, or  respiration. 

The pattern of metabolic changes produced by these various 
anesthetics was dramatically different (Fig. 8). Thiopental depressed 
energy metabolism throughout the entire brain to a similar extent. 
Ketamine, on the other hand, caused almost no change in CMRglc 
throughout the brain with the exception that metabolism in the 
entorhinal cortex and hippocampus was markedly elevated. The 
effect of etomidate was to cause a profound depression of metabolic 
rate in the forebrain but not so great a change in the hindbrain. Thus 
etomidate showed a rostral-to-caudal gradient of metabolic depres- 
sion. Neither etomidate nor ketamine had a significant effect on the 
brain stem where the regulation of temperature, respiration, and 
blood pressure occurs. 

These same reconstructed brains are displayed as anatomically 
correct axial views through the brain at the level of the anterior 
nucleus of the thalamus in Fig. 9. This method of display allows 
images from different treatment groups to be mathematically com- 
pared. In this case, each anesthetic image was compared to the 
control and the results displayed as either a positive (Fig. 9, middle 
row) or negative (Fig. 9, bottom row) difference, expressed as a 
percent of the control. Positive images show those areas that were 
depressed by the treatment; negative images are areas that are 
stimulated. 

Conclusions and Future Developments 
Three-dimensional reconstruction has been applied to biological 

problems for nearly a century (14), and computer 3-D reconstruc- 
tion was introduced to the neurosciences in the 1970s by Levinthal 
and his colleagues (15). Their CARTOS system provided for the 
3-D display of manually aligned serial images and served as the 
model for many other systems since then (16). More recently, 
computer image processing has been used for the display and 
analysis of autoradiographic and histochemical data derived from 
computer microdensitometry (17). The system we have described 
does not require the intensive manual labor of the earlier ones. The 
work of reconstruction is done almost entirely by the computer with 
a minimum of operator input and, hence, a minimum of subjective 
bias. The alignment procedures, which form the foundation of the 
reconstruction system, have been developed to accurately place 
sections in register, providing a representation of energy metabolism 
closely approximating that which occurred in vivo. This, coupled 
with the ability to combine the image data from several brains and 
form an "average brain," promises to be a powerful tool for the 
future. Future developments will probably be in the area of data 
analysis. For instance, it may be possible for techniques from 
multivariate statistical analysis such as the principal components 
analysis, which is so widely employed in the analysis of spectral data 
obtained with satellites ( la) ,  to be applied to the image data from 

several experimental conditions simultaneouslv. Finallv, this svstem , , 
is of general utility, applicable to autoradiograph data from a variety 
of experiments including those measuring blood flow, metabolite 
transport, and receptor binding by radiolabeled ligands. 
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