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Regulation of Inducible and 
Tissue- Specific Gene Expression 

Molecular genetics approaches have been used to identify 
and characterize cis-acting DNA sequences required for 
eukaryotic gene regulation. These sequences are modular 
in nature, consisting of arrays of short (10- to 12-base 
pair) recognition elements that interact with specific 
transcription factors. Some transcription factors have 
been extensively purified and the corresponding genes 
have been cloned, but the mechanisms by which they 
promote transcription are not yet understood. Positive 
and negative regulatory elements that function only in 
specific cell types or in response to extracellular inducers 
have been identified. A number of cases of inducible and 
tissue-specific gene expression involve the activation of 
preexisting transcription factors, rather than the synthesis 
of new proteins. This activation may involve covalent 
modification of the protein or an allosteric change in its 
structure. The modification of regulatory proteins may 
play a central role in the mechanisms of eukaryotic gene 
regulation. 

A CENTRAL PROBLEM IN EUKARYOTIC MOLECULAR BIOLOGY 

is to understand the mechanisms by which specific genes are 
expressed in a temporal or  tissue-specific manner or are 

activated in response to extracellular inducers. The development of 
methods for cloning and characterizing individual genes has provid- 
ed the opportunity to study these mechanisms at the molecular level. 
Initially, cis-acting DNA sequences required for gene regulation 
were identified by introducing mutations into cloned genes and then 
analyzing their effects on expression in vivo. More recently, proteins 
that specifically bind to these regulatory DNA sequences have been 
identified and in some cases purified. The current challenges are to 
understand how specific protein-DNA interactions regulate gene 
expression and how these interactions are integrated into the overall 
pattern of gene regulation during development. In this review, we 
summarize the information obtained to date regarding the nature of 
the DNA sequence elements and protein factors required for gene 
regulation at the level of transcription initiation in higher eukary- 
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Fig. 1. (A) Organization of a typical higher eukaryotic promoter. The represents the transcription level relative to a wild-npe promoter obsewed 
diagram shows the location of the TAT11 box and upstream promoter for a particular single base mutation. The black dots represent nucleotides for 
elements (UPEs) (I). The schematic promoter illustrated hcre contains three which single base changes were not obtained. The diagram below the bar 
diKerent types of UPE. Examples of the DNA sequence motifs for four well- graph shows the position of the TATA box and two UPEs of the promoter. 
characterized UPEs are given below the diagram. (B) Biological eKect of Onlv those base substitutions that lie within the three promoter elements 
point mutations in the P-globin promoter (6). Each line in the histogram change the level of transcription. 

otes, and we discuss current ~ i e w s  regarding the mechanisms by 
which these elements act. 

Promoters and Enhancers 
Two DNA sequence elements are required for the regulation of 

genes that encode messenger RNA in higher eukaryotes: promoters 
and enhanccrs. Promoters are located inlmediately upstream from 
the start site of transcription and are typically about 100 base pairs 
in length ( I ) .  The promoter is required for accurate and efficient 
initiation of transcription, whereas enhancers increase the rate of 
transcription from promoters. The distinctive characteristic of en- 
hancers-is that they can act on cis-linked promoters at great distances 
in an orientation-independent manner and can also function down- 
stream from the transcription unit (2). However, as discussed 
below, the basic components of promoters and enhancers share 
many properties, and the mechanisms by which these components 
facilitate transcription may be indistinguishable. 

Detailed molecular genetic analyses of a number of different 
promoters re~eal  a common pattern of organization [see ( I )  for 
recent reviews]. A typical promoter includes an AT-rich region 
designated the TATA box and one or more sequence elements of 8 
to 12 base pairs designated upstream elements (UPEs) 
(Fig. 1A). The TATA box functions primarily to ensure that 
transcripts are accurately initiated, whereas the UPEs increase the 
rate of transcription. A number of different UPEs have been 
identified, and some of these (for example, the CCAAT box; Fig. 
1A) are found in many different promoters. Mutagenesis studies 
suggest that the strength of is determined by the number 
and type of UPEs. In addition, these studies have shown that UPEs 
act regardless of their orientation with respect to the TATA box. 
However. insertion of nucleotides between the UPEs and the TATA 
box can decrease the l e d  of transcription (3, 4). In one case, 
insertion of odd multiples of half a DNA turn is more detrimental to 
transcription than insertion of even multiples. This observation 
suggests that one or more proteins bound to the UPE interact with a 
protein (or proteins) bound to the TATA box, and this interaction 
requires stereospecific alignment of the proteins on the DNA helix 
13). 
\ ,  

UPEs have been delineated by in vitro DNA footprinting experi- 
ments (1) and by analysis of large numbers of promoter mutations 

(5, 6). A saturation mutagenesis study of the p-globin promoter 
allowed the precise localization of the TATA box and two UPEs (6) .  
Single base mutations within any of these three promoter elements 
result in a five- to tenfold decrease in transcription in HeLa cells, 
whereas base substitutions elsewhere within the promoter haye no 
effect (Fig. 1B). Two different base substitutions within the con- 
senled CAAT box element resulted in 3.0- to 3.5-fold increase in 
transcription, suggesting that these changes facilitate the interac- 
tions between proteins and the C U T  box element. 

Proteins that bind specifically to UPEs haye been identified by 
DNA footprinting (7) and gel retardation (8 )  assays [see (1) for 
review], and in some cases these proteins have been extensively 
purified (9). Although many of these proteins are of relatively Ion7 
abundance, several thousand-fold purification has been achieved by 
recognition-site affinity chromatography (9). Amino acid sequence 
analysis of UPE-binding proteins will provide the oppominity to 
clone the corresponding genes and ultimately to produce the 
proteins in sufficient amounts to car? out detailed biochemical 
studies. 

Enhancers also contain discrete DNA sequence elements that 
specifically interact with proteins [see (2) for re~iew]. This charac- 
teristic is best illustrated by the SV40 enhancer (Fig. 2) .  In ~ i t r o  
mutagenesis experiments revealed that the SV40 enhancer consists 
of two functional domains designated A and B (10). Mutations 
within subregions in each domain lead to a significant decrease in 
transcription in vivo. The A and B domains alone haye weak 
enhancer activity, but duplication of either domain separately or in 
combination leads to a high level of acti~ity (10, 11). The synergistic 
effect of A and B is independent of their relative position or their 
orientation. In vitro footprinting experiments have shown that the 
DNA sequence elements necessaq for SV40 enhancer activity in 
v i ~ o  are specifically recognized by protein factors (12). Each of the 
binding sites shown in Fig. 2 act independently in ~ i t r o ,  since a 
mutation in one site does not affect binding to an adjacent site. In 
addition, alteration of the spacing between sites does not affect the 
in vitro footprinting pattern (12). 

Recent evidence suggests that different sequence motifs within 
the SV40 enhancer are recognized by different factors present in 
HeLa and B cell nuclear extracts (13) (see Fig. 2). The hnctional 
significance of these differences is suggested by the observation that 
sequences specifically protected by HeLa cell factors are necessa? 
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for in vivo enhancer function in HeLa cells but not in B cells. 
Similarly, mutations in the regions protected only by B cell factors 
alter expression in B cells but not in HeLa cells (13).  moreo over, it 
has recently been shown that all of the sequence motifs within the 
SV40 enhancer may have different activities in different cell lines 
(14). Thus, different proteins that bind to different sites within a 
single enhancer can stimulate transcription in specific cell types. This 
complex organization of viral enhancer elements may have evolved 
as a means of extending the host range of animal viruses. 

Not only are promoters and enhancers similarly organized, but 
some of their sequence elements are interchangeable. For example, a 
sequence found within the imnunoglobulin enhancer (the "oc- 
tamer") is also found in a number of different promoters (15). As 
implied by this structural similarity, enhancers and promoters 
appear to be functionally related. When the SV40 enhancer is 
located more than 100 base pairs from the P-globin promoter, UPE 
mutations significantly decrease the level of transcription (Fig. 1B). 
Deletion of both UPEs essentially abolishes transcription. However, 
when the SV40 enhancer is placed immediately adjacent to the 
deleted promoter, a high level of transcription is restored (16). 
These and similar observations with other promoters indicate that 
the distinction benireen promoters and enhancers is somewhat 
arbitrary. The operational difference benveen enhancers and pro- 
moters (that is, action at a distance) may be a consequence of the 
arrangement and number of transcription-factor recognition ele- 
ments in each case, rather than the result of fundamental differences 
in the mechanisms by which these elements act. This conclusion is 
supported by experiments showing that a single heat-shock regula- 
tory element cannot act at a distance, but duplication of this 
sequence creates an element that has all of the properties of an 
enhancer (1 7). The most likely explanation of this observation is that 
the multiple protein-protein interactions are necessary to form 
transcription complexes benveen widely separated DNA recognition 
elements. However, this point cannot be generalized, since multiple 
copies of the UPE CCAAT box do not stimulate transcription at a 
distance (1 7). 

Several models have been proposed to explain how factors that 
recognize enhancers can act on promoters located many kilobases 
away [see (2) for review]. Recent observations are consistent with a 
model in which transcription is stimulated by interactions benveen 

proteins bound to the enhancer and the promoter, with the looping 
out of the inten~ening DNA [see (18) for review]. Given the 
modular nature of promoter and enhancer elements it is possible 
that factors bound to each of the recognition elements interact with 
each other to form transcription complexes. 

Regulated Promoter and Enhancer Elements 
Viral promoters and enhancers such as those of SV40 and 

adenovirus are active in most cell types, but the level of their activin 
can be regulated by viral and cellular gene products [see (19-21) for 
revieu7sI. The most thoroughly studied example of this n p e  of 
regulation is the trans-activation and repression of transcription by 
viral immediate early (IE) proteins (19, 20). These proteins appear 
to act by modifying other transcription factors rather than by 
interacting directly with specific DNA sequences. This conclusion is 
based on the observation that IE proteins act on a variety of different 
polymerase I1 and I11 promoters with very different sequences, and 
on the results of in vitro transcription studies (22). These studies 
show that a partially purified IE protein can stimulate transcription 
in vitro, and this activity is temperature-sensitive when the factor is 
purified from cells infected with viruses carrying a temperature- 
sensitive mutation in the IE gene (22). More recent experiments 
show that the binding activity af a specific UPE factor is significant- 
ly enhanced by infection with wild-type adenovirus but not with 
viruses containing a mutation that inactivates the IE gene Ela  (23). 
A relatively high level of the same UPE binding activity was also 
detected in undifferentiated embryonal carcinoma (EC) cells in the 
absence of adenovirus infection (24). Significantly, undifferentiated 
EC cells are unique in their abilin to partially complement E la  
mutations. Whe~l EC cells are induced to differentiate, a concomi- 
tant loss of UPE binding activity and E la  complementation is 
observed. Infection of the differentiated cells with wild-type adeno- 
virus reactivates the binding activity of the UPE factor. These 
observations suggest that undifferentiated EC cells produce a cellu- 
lar factor that is functionally analogous to E la  (25). 

The functional analogy benireen viral and cellular gene products 
extends to the abilin of these proteins to repress enhancer-depen- 
dent transcription (25-27). The activity of many viral enhancers is 
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Fig. 2. Organization and protein-DNA interactions of the SV40 enhancer. The boxed sequences labeled 1 through 5 indicate the sequences that are required 
for maximum levels of enhancer activity in vivo and in vitro. The black and white bars indicate the sites that are protected from DNAase cleavage by extracts 
from HeLa and B cells, respectively. The brackets below the sequence indicate the location of sequence motifs that are repeated within the enhancer. The 
functional domains A and B are indicated at the bottom of the figure. [See text and (10-13) for further details.] 
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repressed by E la  and by a factor in undifferentiated mouse EC cells. 
In the latter case, this block is removed when the EC cells are 
induced to differentiate. Evidence that differentiation leads to the 
inactivation of a repressor that interacts directly with the enhancer is 
provided by the existence of polyoma enhancer mutations that 
circumvent the block to activity in EC cells (28). A functional link 
between the negative factor in EC cells and E la  is suggested by the 
observation that the same polyoma enhancer mutant that escapes 
repression in EC cells cannot be repressed by E la  (29). However, 
the interpretation of this result is complicated by the fact that similar 
polyoma enhancer mutants are fully repressed by Ela  (30). 

The general principle to emerge from the study of IE proteins is 
that both positive and negative regulation may be controlled by the 
modification of factors that interact with promoters and enhancers. 
Further evidence that factor modification may play a role in gene 
regulation is suggested by the observation that treatment of cells 
with phorbol esters can dramatically increase the activities of the 
SV40 and polyoma virus enhancers (31). These compounds stimu- 
late protein kinase C activity, suggesting that enhancer binding 
factors may be modified by phosphorylation. As will be discussed 
below, there are many examples of regulated enhancers. It is thus 
tempting to speculate that some of these regulatory activities may be 
manifested by similar modifications of cellular factors. 

The types of regulation observed with cellular enhancers indicate 
that enhancers can be divided into t\vo categories: those that 
respond to changes in the environment (inducible enhancers) and 
those that are active only at specific times during development or 
only in specific tissues (temporal and tissue-specific enhancers). 

Inducible Enhancers 
Examples of inducible enhancers are those that respond to heat 

shock, exposure to heavy metals, or viral infection and those that are 
activated in response to growth factors or steroids. Inducible 
enhancers have been identified for a number of genes including 
genes for heat shock (17),  metall lot hi one in (32), and p-interferon 
(P-IFN) (33), as well as c-fos (34). Steroid-responsive enhancers 
have been identified in the long terminal repeat sequences of the 
mouse mammary tumor virus (35) and the Moloney mouse sarcoma 
virus (36) and in association with a number of cellular genes (37- 
39). In some cases, inducible enhancer elements are located at a 
distance from the promoters they act on, whereas others may be 
intimately associated with their promoters. 

Fine-structure mutagenesis studies and examination of regulatoq 
sequences consenred among different species have revealed very 
short DNA sequences that are necessary for regulated gene expres- 
sion. For example, a 12-base pair sequence element from the human 
metallothionein gene is sufficient to confer metal inducibility upon a 
heterologous promoter (40), and close relatives of this element are 
found in metallothionein gene regulatory regions from different 
species (41). Each gene contains multiple copies of this sequence, 
and the level of heavy metal induction depends on the number of 
copies present. The additive effects of tandemly reiterated regulatory 
elements appears to be a general phenomenon, since similar findings 
have been reported for heat-shock (42) and P-IFN (33) genes and 
for glucocorticoid regulatory elements (43). There is also some 
e\ridence that the number of reiterated elements needed for efficient 
induction can vary among different cell types (33, 42, 44,  which 
presumably reflects differences in the levels or kinds of trans-acting 
factors in these cells. 

Inducible enhancer elements are capable of activating heterolo- 
gous promoters and therefore by definition act positively. However, 
this positive activation could be achieved by a number of different 

mechanisms (Fig. 3), including the synthesis or activation of a 
positive transcription factor or the inactivation of a negative regula- 
tory protein. Alternatively, enhancer activation could be a conse- 
quence of both the inactivation of a repressor and the activation of a 
positive regulatory factor. Temperature induction of the D~osophila 
heat-shock hsp70 gene appears to be an example of the simple 
positive regulatoq mechanism (see below). In contrast, the h~unan 
P-IFN gene is regulated primarily by a negative mechanism. The 
interferon gene regulatory element (IRE) consists of two regulatory 
domains-a negative element and an adjacent or overlapping posi- 
tive transcription element. The negative element was initially identi- 
fied by the analysis of deletion mutants that resulted in high levels of 
transcription in the absence of inducer. Subsequently, the negative 
element was sho\vn to repress transcription from a heterologous 
promoter, and the positive element was shown to act as a constitu- 
tive enhancer (45). The negative regulatory mechanism was further 
supported by genomic footprinting experiments (46). The negative 
regulatory region was protected from deoxyribonuclease (DNAse) 
digestion before induction but not after. Conversely, the positive 
regulatory domain was not protected from DNAse I digestion prior 
to induction but was protected after induction (46). None of these 
observations rule out the possibility that the positive transcription 
element also responds to induction. In fact, some evidence indicates 
that this is indeed the case. First, deletion of the negative regulatory 
element from the IRE increases the basal level of transcription, but a 
lo\v level of induction is still observed (45). In addition, when the 
positive regulatory element of the IRE is placed upstream from a 
heterologous promoter, a low but reproducible level of induction is 
detected (45). Second, when multiple copies of a conserved hexanu- 
cleotide sequence located within the positive regulatoq element of 
the IRE is placed upstream from a heterologous promoter, a low 
level of virus induction is observed ( 4 3 .  Thus, activation of the 
interferon promoter may involve both the removal of a repressor (or 
repressors) and the stimulation of a positive regulatory factor. 

Evidence that inducible regulatory elements specifically interact 
with cellular factors has been provided by a number of DNA 
binding and footprinting studies. Significantly, gene activation 
occurs in the absence of protein synthesis with all of the inducible 
genes thus far analyzed. Thus, the activation of gene expression must 
involve the modification of preexisting cellular factors. This modifi- 

I Activation of positive I1 Inactivation of negative regulatory factor 
regulatory factor 
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Inactive regulatory factor factor / 

I lnduct~on 
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Fig. 3. Models for the activation of inducible enhallcer elements. In model I 
the regulatory factor is present in an inactive configuration. Treatment with 
inducer leads to a modification that allows the factor to bind to the 
regulatory element (RE). In model 11, access to the RE is blocked in 
uninduced cells by a negatively acting factor. Induction leads to the 
displacement of the repressor and binding of the regulatory factor ro the RE. 
In the simplest situation the repressor would be the target for modification 
and would lose a@inity for the template to be replaced by a constitutively 
active transcription factor. However, an alternative possibility is that the 
trallscription factor could be modified with an increase in template affinity 
and displace the repressor by simple competition. In a third model (not 
shown) induction leads to both the activation of a regulatory factor and the 
inactivation of a repressor. 
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cation might increase the affinity of the factor for DNA, or it might 
change the conformation of a factor already bound to the regulatory 
element. These alternatives have recently been investigated in the 
heat-shock, czfos, and steroid-responsive genes. 

A factor that is capable of binding heat-shock response elements 
(HSEs) has been identified in Drosophila (48, 49), yeast (50), and 
man (51). Although it was initially thought that this factor is active 
in extracts from -uninduced cells (48'); subsequent studies have 
revealed that induction leads to a dramatic increase in the HSE- 
binding activity (49, 51, 52). The HSE-binding factor has been 
highly purified and shown to stimulate transcription from the hsp70 
promoter in vitro (48) and therefore has been designated the heat- 
shock transcription factor (HSTF). Occupation of more than one 
HSE within the hsp70 promoter is essential for both in vivo (42) 
and in vitro (53) transcription activity, and there is evidence that 
HSTF can achieve this by binding in a cooperative fashion. The 
binding of the first molecule of HSTF [which appears to bind as a 
dimer to the bilaterally symmetrical HSE (54)] causes a bend in the 
DNA, possibly facilitating the binding of the second HSTF mole- 
cule (55). Binding the second molecule of HSTF allows an addition- 
al conformationai change, as evidenced by a change in the contacts 
of the DNA to HSTF (54). This second conformational change may 
be important in triggering transcription. 

The cellular oncogene czfos is highly inducible by a variety of 
factors, including senlm growth factors such as platelet-derived 
growth factor (PDGF), epidermal growth factor (EGF), and nerve 
growth factor. In addition, the gene is inducible by phorbol esters, 
cyclic adenosine monophosphate, and calcium ionophores. All of 
these stimuli lead to the activation of cellular kinases. Both endoge- 
nous and transfected c-fas genes are highly inducible in human HeLa 
and mouse 3T3 cells, but a c-fos enhancer-specific DNA-binding 
activin has been detected in nuclear extracts prepared from either 
uninduced or induced HeLa cells (56, 57). In contrast, a czfos 
enhancer-binding activin is not detected in nuclear extracts from 
mouse A431 cells unless they are induced with EGF (57). Finally, a 
DNA-binding protein that binds to a different region of the czfos 5' 
flanking region has been detected in nuclear extracts from 
BALBI3T3 cells (58), and this activity is detected only when the cells 
have been treated with PDGF. These results suggest that the 
regulation of c-fos expression may involve different cis-acting se- 
quences and transcription factors in different cell types. 

The best understood trans-acting regulatory factors in higher 
eukan~otes are the steroid receptor proteins that bind to and activate 
the steroid-inducible enhancers i59'). Several laboratories have \ ,  

shown that the binding site for the receptor-ligand complex coin- 
cides with the DNA sequences required for steroid-dependent gene 
regulation (35, 37, 38, 60). More recently, the genes encoding the 
estrogen (61), glucocorticoid (62, 63), and progesterone receptors 
(64) have been cloned and sequenced. Direct evidence that binding 
of the steroid receptor-ligand complex to the enhancer results in the 
activation of transcription was provided by experiments in which 
plasmids expressing receptor proteins and a plasmid containing a 
steroid-inducible enhancer were cotransfected into receptor-nega- 
tive cell lines (65, 66). However, the mechanism by which this 
activation occurs is controversial. Early studies suggested that the 
steroid binds to receptor in the cytoplasm, and the hormone- 
receptor complex migrates to the nucleus where it binds to the gene 
and activates transcription (59). However, the evidence relevant to 
this model is conflicting. First, in some studies the estrogen receptor 
has been found in the cytoplasm in the absence of hormone, whereas 
in others it is found in the nucleus [see (59) and (67) for a discussion 
of these conflicting obsenlations]. Second, whereas immunoafiity- 
purified ligand-free glucocorticoid receptors bind specifically to 
steroid regulatory elements (68), ligand-free receptor synthesized in 

vitro (69) or present in crude cytoplasmic extracts that have not been 
activated by heat treatment (68, 70) will not bind to target DNA 
sequences. One possible explanation for this discrepancy could be 
that the ligand-free receptor is bound to a cytoplasmic protein and 
that steroid binding releases the receptor and allows nuclear translo- 
cation. A candidate for such a protein is a 90-kl) heat-shock protein, 
which binds the receptor in untreated cells (71). Third, genomic 
footprinting experiments with the putative glucocorticoid response 
element of the nrosine transaminase gene reveal only minor differ- 
ences in the presence and absence of hormone (72). These differ- 
ences could mean that the receptor is not bound in the absence of 
hormone. However, these data are also consistent with the possibili- 
ty that the receptor is bound to the enhancer in the absence of 
hormone but that steroid binding induces a conformational change 
in the receptor that alters its contacts with DNA. Thus, in spite of 
intensive efforts, the question of whether hormone receptors are 
localized in the nucleus and bound to DNA in the absence of 
hormone has pet to be answered. 

Temporal and Tissue-Specific Enhancers 
The lymphoid cell-specific expression of immunoglobulin (Ig) 

genes is the best characterized example of tissue-specific gene 
expression (73). Immunoglobulin gene expression is not only 
limited to B cells; the genes are also activated at a specific stage 
during lymphoid cell differentiation. Analysis of the DNA sequence 
requirements for Ig gene regulation shows that a minimum of three 
distinct sequences are needed. In addition to a B cell-specific 
enhancer, Ig promoters are activated specifically in lymphoid cells, 
and intragenic sequences appear to be involved in a cell-specific 
post-transcriptional control (74). Specific interaction between Ig 
enhancers and promoters is indicated bv the observation that these 
two elements Hct s>mergistically to cdntrol the level of ~g gene 
expression (75). This s>mergli could be the consequence of interac- 
tions between proteins bound to the two sequence elements, since a 
highly conserved sequence element designated the Ig octamer is 
found within both Ig enhancers and promoters, and this sequence 
interacts specifically with factors present in nuclear extracts (76). 

B cell-specific enhancer elements have been localized within the 
introns ofboth  the mu heavy-chain and kappa light-chain genes. 
Deletion studies with the heavy-chain gene enhancer showed a 
minimal functional region of approximately 140 base pairs (77). 
This region includes a number of consenled enhancer core se- " 
quences, but mutagenesis of these elements individually resulted in 
only minor effects on transcription (78). This result suggests that the 
enhancer is composed of several recognition elements that act 
together to establish maximum levels of transcription. The inactiva- 
tion of an>7 one of these elements is not sufficient to inactivate the 
enhancer. Certain regions of the enhancer appear to be negative 
regulatory elements, since their deletion leads to higher levels of 
transcription in non-B cells (78, 79). 

As with the SV40 enhancer, DNA binding studies with the 
heavy-chain gene enhancer have revealed a c&nplex pattern of 
protein-DNA interactions. Initially, genomic footprinting experi- 
ments showed five discrete binding sites within the enhancer, and 
the footprints were observed only-in lymphoid cells (80). Four of 
these binding sites were designated E l  through E4 (Fig. 4). Each of 
these sites contains a sequence related to 5'-CAGGTGGC-3'. The 
presence of this sequence initially suggested that all four sites may be 
recognized by the same B cell-specific factor. However, subsequent 
in vitro footprinting experiments strongly suggest that each site 
binds to a different factor (81-84). The fifth site, designated "0," 
contains the Ig octamer sequence. Deletion of any one of the five 
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A lg heavy-chain gene enhancer (11) 

E l  E4 0 

0 In vivo 

B lg light-chain gene enhancer (6) 

m 
L 1 In vltro 

NF- KB NF- rE2 

C lg gene promoters 

+ 
A TATA r) ~g jl promoter 

50 bp 
-----A 

C 
A TATA ? lg i promoter 

Fig. 4. The location of specific protein binding sites in the (I, and K enhancer 
elements. (A) Binding sites in the heal?-chain gene enhancer detected in vivo 
and in vitro. The binding sites are designated E l  through E4 and 0 
(octamer). The names below the line representing the in vitro binding sites 
designate the digerent factors detected in cell extracts. (B) Binding sites in 
the kappa light-chain gene enhancer detected in vitro. (C) Binding sites in 
the (I, and K gene promoter detected in vitro. See text for further discussion. 

recognition sites reduces, but does not eliminate, enhancer activity 
(73). 

In vitro binding studies with the heaq-chain gene enhancer 
revealed specific binding to the E l ,  E3, and 0 sites (Fig. 4) and to 
additional sites that were not detected by genomic footprinting 
experiments (81-84). The functional significance of binding to these 
additional sites, if any, remains to be established. Failure to observe 
in vitro binding to the E2 and E4 sites is not understood, but may 
be the result of the inactivation of the binding proteins in the crude 
extracts. 

An important point to emerge from the in vitro binding studies is 
that the factors binding to the E l ,  E3, and 0 sites are not limited to 
B cell extracts. The apparent discrepancy between this observation 
and the results of the genomic footprinting experiments, which 
show that these sites are occupied only in B cells, can be explained by 
assuming that the binding factors are ubiquitous, but the binding 
sites within the mu gene enhancer are accessible onlp in B cells. In 
addition to the ubiquitous factor that binds to the Ig octamer 
sequence, a B cell-specific factor that binds to the same sequence has 
been identified (85, 86). Similar studies with the kappa-chain gene 
enhancer have revealed two factors that bind to different sites (87). 
One of these factors is found in all cell types examined, while the 
other is detected only in mature B cell lines (877. Initially, this factor, 
called NF-KB, was thought to be present onlp in B cells, but more 
recent ex~eriments have shown that it is Dresent in an inactive form 
in man>7 cell types but must be modified in some way before it can 
bind specifically to the kappa-chain gene enhancer (88). For example 
NF-KB was not detected in extracts prepared from early pre-B cells 
or from a variety of nonlymphoid cell However, ;hen pre-13 
cells are treated with lipopolpsaccharides (LPS), phorbol esters, or 
cvcloheximide, which are known to induce kappa gene expression, 
the factor can be detected in nuclear extracts. &rpr i~&~ly,  the 
binding activity of NF-KB is also induced by phorbol esters in T cells 
and HeLa cells, neither of which express the kappa-chain irnrnuno- 
globulin gene (88). 

The eiistence of a post-translational mechanism for activating 
regulaton factors involved in tissue-specific gene expression sug- 
gests one solution to the "regulatory regression" problem during 

development (88)-that is, how is the expression of regulatory 
genes regulated? If this is achieved entirely by regulation at the level 
of transcription, there must be regulatory cascades involving the 
sequential activation of genes encoding trans-acting regulatory 
factors. On the other hand, in a post-translational mechanism, all of 
the factors necessary for tissue-specific expression are present in 
immature precursor cells but are inactive. Inducers of cellular 
differentiation would then act in the absence of new transcription to 
convert the appropriate set of regulatory factors from an inactive to 
an active form. 

An interesting role for NF-KB in Ig enhancer activity was recently 
suggested by the analysis of a plasmacytoma cell line that expresses 
the endogenous kappa-chain gene but fails to express transfected 
genes (89). These cells do not express NF-KB. Other plasmacytoma 
lines do express NF-KB and allow enhancer-dependent transcription 
of transfected kappa-chain genes. Pre-B cells also lack this factor, but 
treatment with LPS stimulates the appearance of NF-KB with the 
concomitant activation of the endogenous kappa gene enhancer. On 
the basis of the difference in behavior of the endogenous and 
transfected genes, and their apparent requirement for NF-KB, the 
authors speculate that the kappa gene enhancer is required for the 
establishment of kappa chain transcription, but not for its mainte- 
nance. Similar conclusions were reached on the basis of the analysis 
of mutant B cell lines that express high levels of heaq-chain 
immunoglobulins from genes in which the enhancer was deleted 
(90) and on competition experiments with the SV40 enhancer (91). 
Although the results of each of these studies are consistent with the 
existence of different mechanisms for the establishment and mainte- 
nance of gene activity, none of them provide direct evidence, and 
alternative explanations of the data are possible. The validity of this 
interesting and potentially important insight into the role of en- 
hancers in gene regulation must await further studies. 

In contrast to immunoglobulin genes, which are expressed only in 
one cell type, many genes are transcribed in several tissues or at 
several different times during development (or both). The fruit fly 
Drosophila is particularly well suited for studies of these more 
complex examples of gene regulation. Several Drosophila genes that 
are expressed in multiple tissues and at different developmental 
stages have been cloned, and the development of the P-element 
germ-line transformation method (92) has provided the opportunity 
to identi* regulaton DNA sequences. With this method, single 
copies of cloned genes can be stably introduced into random 
locations in germ-line chromosomes. In most cases, Drosophzla genes 
require only a few kilobases or less of their flanlung DNA for normal 
regulation (93), and unlike the case in cultured mammalian cells and 
transgenic mice, the site of integration usually has little effect on the 
expression of the introduced gene. 

On the basis of the immunoglobulin and SV40 paradigms, two 
simple models for the regulation of genes expressed in multiple cell 
types (or at different times) can be considered. In one model, 
expression of a single gene is controlled by different trans-acting 
factors present in different tissues. These tissue-specific factors could 
interact either with separate enhancers (one per cell type) or with the 
same enhancer. In the latter case, different factors could recognize 
different sequence features of the single enhancer element, similar to 
the case with the SV40 enhancer. Such tissue-specific trans-acting 
factors could control the expression of many genes transcribed in a 
particular tissue. In an alternative model, cornnlon trans-acting 
factors present in all of the cell types in which a gene is expressed 
control the expression of the gene. Such factors would interact, with 
a single enhancer in an identical manner in each cell type. 

Deletion studies of the regulaton regions of several Drosophzla 
genes have demonstrated that there are different DNA sequence 
requirements for expression of single genes in different tissues (94- 
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96), thus providing evidence for the first model described above in 
which different factors in different tissues regulate a single gene. The 
clearest example of separate DNA sequences that regulate the same 
promoter in different tissues is in the 5' regulatory regions of the 
divergently transcribed yolk protein genes, ypl and 9 2 ,  which are 
expressed in the fat bodv and ovaries of adult females. The expres- 
sidn of both yolk genes in the fat body and ovaries is 
controlled by two distinct cis-acting elements (94, 9 7 ,  each of 
which acts on the promoters of both genes. The adult female fat 
body element has been localized to a 125-base pair DNA fragment, 
which has all the characteristics of a stage-, sex-, and tissue-specific 
enhancer (97). 

A much more complex example of tissue-specific gene regulation 
is seen in the larval alcohol dehydrogenase gene, Adh-I, ofDrosuphila 
mullerz. Adh-1 is expressed in the larval fat body, Malpighian 
tubules, anterior midgut, and middle midgut of P-element-trans- 
formed D ,  melanogaster (96). Maximum levels of expression of Adh- 
1 in all four tissues require at least three DNA elements, two within 
300 base pairs on the 5 '  side of the gene and another 3' to the start 
of transcription. However, lower levels of expression can be 
achieved in the fat body, Malpighian tubules, and middle midgut, or 
in all four tissues. with the 3' element ~ l u s  one or the other of the 
two elements 5' to the gene (98). The different sequence require- 
ments in different cell types could reflect the presence of different 
concentrations of common factors in all four tissues or could 
indicate that different factors in each tissue interact in different ways 
with the three cis-acting DNA sequences. However, a series of 
clustered point mutations in one of the 5 '  elements did not reveal 
any tissue-specific sequence requirements (98). 

A similar m hen omen on has also been observed in the mouse a -  
fetoprotein gene, which is expressed in the fetal yolk sac, liver, and 
gastrointestinal tract (99). Experiments in transgenic mice suggest 
that factors Dresent in all of these tissues interact with three seDarate 
regions of an enhancer upstream of the a-fetoprotein gene, since any 
one of these enhancer regions can, along with the a-fetoprotein 
promoter, activate transcription in all three tissues. However, these 
experiments also suggest that there may be tissue-specific factors 
that interact more effectively with some regions of the enhancer than 
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Fig. 5. Functional domains of eukaryotic transcription factors. A diagram 
showing the location of amino acid sequences required for specific DNA 
binding, steroid binding, or transcriptional activity of eukaryotic trans-acting 
regulatory factors. The various functional domains are represented by boxes 
with the number of amino acids from the NHZ terminus of the protein 
indicated. (A) Glucocorticoid receptor; (B) Gal4 regulatory factor; (C) 
GCN regulatory factor; and (D) TFIIW, 5S gene transcription factor. 

others, because the different enhancer regions were more efficient in 
activating transcription in some of the tissues examined. 

Transcription Factors 
 molecular cloning of the genes that encode trans-acting factors 

allows a fiinctional analvsis of the  rotei ins themselves. In the case of 
the steroid receptors, these studie's have led to the identification of 
domains of the proteins involved in DNA and steroid binding and 
in the stimulation of transcription (63, 65, 66, 69, 100) (Fig. 5A). 
The DNA binding domain has a cysteine-rich "finger" region, a 
structural feature that has been found in several other proteins with 
transcriptional regulatory function, most notably the DNA-binding 
transcription factor TFIIIA (101). A graphic illustration of the 
modular organization of steroid receptors was provided by experi- 
ments in which the DNA-binding region of the progesterone - - 
receptor was replaced by the corresponding region of the giucocorti- 
coid receptor. The hybrid protein binds specifically to glucocorti- 
coid regulatory regions and leads to the progesterone-dependent 
activation of linked genes (102). Thus, the DNA-binding and 
transcriptional activation domain can be physically separated from 
the domain responsible for hormone binding (Fig. 5A). 

Linker insertion studies of the human glucocorticoid receptor 
initially suggested that sequences required f6r transcriptional aciiva- 
tion could be separated from the DNA-binding domain (66). 
However, subsequent studies of the rat (103) and human (104) 
receptors showedthat deletion of the regions thought to be required 
for transcription decreases, but does not inactivate, receptor-depen- 
dent transcription. In fact, only 86 to 88 of the 795 amino acids of 
the glucocorticoid receptor are necessary and sufficient for low levels 
of activity of the glucocorticoid regulatory element (103, 104). 
When truncated receptor molecules contain the hormone-binding 
domain, DNA binding and transcription occur onlv when the 
steroid is bound. ~ o w & e r ,  deletion 03 the steroid binding domain 
results in the constitutive activation of the receptor (69, 103, 104). 
Thus, steroid binding may induce a conformational change in the 
receptor that unmasks the DNA binding and transcriptional activa- 
tion potential. 

~ ~ r t h e r  studies are necessary to determine whether the DNA 
binding and transcriptional activity functions of the glucocorticoid 
receptor are separable. A naturally occurring receptor mutant n t ,  
which is missing 417 NH2-terminal amino acids, binds to hormone 
and to DNA but fails to function. Since deletion of the correspond- 
ing region of the wild-type receptor gene does not inactivate 
transcription, the nt' mutant may contain additional mutations that 
uncouple DNA binding and enhancer activation (103). In contrast 
to the glucocorticoid receptor (Fig. 5A), DNA-binding and tran- 
scriptional activation domains are separable in the yeast transcrip- 
tional regulatory proteins Gal4 (105) and GCN4 (106), and in the 
Xenupw 55' gene transcription factor TFIIIA (107) (Fig. 5, B-D). 
Remarkably, most of the amino acid sequences of these transcription 
factors can be removed without ef fec t .~or  example, as much as 80 
percent of the Gal4 protein can be deleted and significant levels of 
transcription activity remain (108). A common feature of the amino 
acid sequences required for GCN4 (106) and Gal4 (108) transcrip- 
tional activity is the presence of a short stretch of acidic residues. 
How these residues interact with other proteins to stimulate tran- 
scription is not known. 

The Future 
The application of recombinant DNA techniques to the study of 

eukaryotic gene regulation has led to the identification and charac- 
terization of regulatory DNA sequences, and significant advances 
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are being made in the characterization of the protein factors that 
specifically interact with these sequences to promote or repress 
transcription. Information regarding the nature of these regulatory 
components will undoubtedly continue to accumulate at a rapid 
pace. However, the complexity of the transcriptional apparatus may 
prove to be a major obstacle to understanding mechanisms at the 
molecular level. The recent development of cell-specific in vitro 
transcription systems is encouraging in this regard (109). If induc
ible or tissue-specific gene activation involves the modification of 
one or a few limiting factors that are required for the assembly of a 
transcription complex, it may be difficult to establish conditions that 
accurately reflect those that exist in vivo. 
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Homeo Boxes in the Study of Development 

The body plan of Dvosophila is determined to a large 
extent by homeotic genes, which spec@ the identity and 
spatial arrangement of the body segments. Homeotic 
genes share a characteristic DNA segment, the homeo 
box, which encodes a defined domain of the homeotic 
proteins. The homeo domain seems to mediate the bind- 
ing to specific DNA sequences, whereby the homeotic 
proteins exert a gene regulatory function. By isolating the 
normal Antennapedia gene, fusing its protein-coding se- 
quences to an inducible promoter, and reintroducing this 
fusion gene into the germline of flies, it has been possible 
to transform head structures into thoracic structures and 
to alter the body plan in a predicted way. Sequence 
homologies suggest that similar genetic mechanisms may 
control development in higher organisms. 

0 RGANISMS DEVELOP ACCORDING TO A PRECISE DEVELOP- 

mental program that specifies their body plan in great 
detail and also determines the sequence and timing of the 

developmental events. This developmental information is stored in 
the nucleotide sequences of the DNA. The question of how the one- 
dimensional sequence information stored in the DNA is converted 
into the three-dimensional structure of an embryo, or four-dimen- 
sional formation if we also include time, is the fundamental problem 
of developmental biology. Structural genes have been identified that 
specifj the molecular building blocks from which the organism is 
constructed. The developmental program consists of a precise spatial 
and temporal pattern of expression of these structural genes that 
forms the basis of development. Normal development requires the 
coordinate expression of thousands of structural genes in a concert- 
ed fashion. Since independent control of the individual structural 
genes would lead to chaotic development, we might predict that 
there are controlling genes that regulate the activity of groups of 
structural genes coordinately. Such genes would presumably be 
arranged hierarchically or form a controlling network that ensures 
the proper timing of the developmental events and generates the 
proper spatial pattern. However, it proved to be difficult to find the 
controlling genes that specify the architecture, the body plan. 
Candidates for such developmental controlling genes were first 
identified as homeotic mutations in Drosophila as early as 1915 ( I ) ,  
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but their molecular analysis had to await the advent of DNA 
technology. Homeotic mutations transform certain parts or an 
entire body segment into the corresponding structures of another 
body segment, thereby changing the architecture of the organism. 
Drosophzla belongs to the dipteran insects that have only one pair of 
wings. However, in certain homeotic mutants, like those of the 
bithorax complex, the third thoracic segment becomes transformed 
into a second thoracic segment with a second pair of wings. This 
dramatic change in the architecture also may reflect evolutionary 
history, since the diptera evolved from more primitive insects that 
had four wings. Such homeotic mutations were found mainly in 
insects and other arthropods whose body is subdivided into typical 
segments along the anteroposterior body axis. However, they may 
also exist in vertebrates including humans. 

The first homeotic genes were cloned in the absence of any 
biochemical information about their gene products by "chromo- 
some walking" and by microdissection of bands from giant polytene 
chromosomes (2). The structural analysis of the Antennapedia 
(Antp) gene led to the discovery of the homeo box (Fig. l ) ,  a small 
DNA segment of approximately 180 bp, that is characteristic for 
homeotic genes (3,4).  The significance of the homeo box homology 
was demonstrated by isolating previously unknown homeotic genes 
from Drosophila with the homeo box as a probe (3); perhaps more 
importantly, sequences homologous to the homeo box have been 
isolated from higher organisms including vertebrates (5), mammals, 
and humans (6). This might provide an entry point to cloning the 
genes that control development in higher organisms, on the basis of 
their partial homology to the Drosophila homeo box. 

Comparative Anatomy of the Homeo Box 
Analysis of the DNA sequences of the various homeo boxes shows 

that these sequences are highly consenred during evolution, whereas 
the flanking sequences differ considerably among different genes. 
The various homeo boxes share the same open reading frame, which 
extends into the flanking sequences and so indicates that the homeo 
box encodes a particular domain of the homeotic proteins, the 
homeo domain. A first hint with regard to the function of the 
homeo domain came from comparative protein sequence analysis, 
which revealed a small but significant degree of homology to the 
yeast mating-type proteins MAT a1 and MAT a 2 (7). These 
proteins are known to control cellular differentiation into mating- 
types a or a, or into spores, that is, into the three cell types that 
yeasts can form ( 8 ) .  They are sequence-specific DNA-binding 




