
where HA is the Hamiltonian at one time 
and HA! is the perturbed Hamiltonian with 
the same configuration as HA.  In this case A 
is a function of time. 

In the thermodynamic cycle 

Free Energy Calculations by Computer Simulation 

A fundamental problem in chemistry and biochemistry is understanding the role of 
solvation in determining molecular properties. Recent advances in statistical mechani- 
cal theory and molecular dynamics methodology can be used to  solve this problem with 
the aid of supercomputers. By using these advances the free energies of solvation of all 
the chemical classes of amino acid side chains, four nucleic acid bases and other organic 
molecules can be calculated. The effect of a site-specific mutation on  the stability of 
trypsin is predicted. The results are in good agreement with available experiments. 

A "FREE ENERGY PERTURBATION" 

method for studies of the solvation 
properties of basic biological and 

other organic molecules and of the site- 
specific mutagenesis of proteins is described. 
The statistical mechanical foundations for 
this method have existed for many years, but 
they have only recently been used in com- 
puter simulations. A number of studies sug- 
gested that the method should be useful (1- 
7), but its applications have been limited. 
Thus we implemented this method in a 
molecular simulation program (8, 9 ) ,  and 
have demonstrated its capabilities for prob- 
lems in areas such as drug design (10). We 
have simulated the solvation properties of 
the amino acids and their side-chain ana- 
logues, and the results provide necessary 
reference points for studies of proteins. We 
can predict computationally determined free 
energies of solvation for four pyrimidines 
and ~urines and Dresent a detailed analvsis 

the symbol ()A indicates that an ensemble 
average is to be taken over the reference 
state A. An equivalent representation de- 
scribes each state with suitable parameters 
and a coupling constant A: 

where AG is the free energy change between 
states A ( A  = 0) and B ( A  = l ) ,  H is the 
Hamiltonian for the system, and ()A indi- 
cates that an ensemble average is to be taken 
over the different states characterized by the 
coupling parameter A. 

The computational implementation of 
Eq. 1 is as follows. If the two states differ 
significantly, the states between A and B are 
described by the Hamiltonian 

The free energy difference between states at 
A' and A is 

of the solvation properties of acetamide and AGA = -RT In (exp[(-HAJ - HA)IRT])A 
two of its methyl derivatives and solvation / A  \ 

nonadditivitv in.0-nitro~heno~. We also aD- \=I 
i L 

ply the method to a site-specific mutant of where A' - A is a small quantity such that 
trypsin. Hi, - HA is on the order of RT. The total . * 

The free energy difference between two change is obtained by taking the sum of 
states of a ~ ~ s t e 6 . A  and B, can be described thesk averages or "thermodynamic win- 
by the statistical mechanical relation (1 1, 12) dows" (4) 

AG = -RT ln ( exp ( -- 2;)). (1) 

where HAB is the difference in the Hamilto- 
nian of states A and B, AG is the free energy 
difference between these states, R is the gas 
constant, T is the absolute temperature, and 
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Molecular dynamics (MD) allows the free 
energy difference in Eq. 2 to be described by 
"slow growth" (1). If the Hamiltonian is 
changed a very small amount at each MD 
time step so that the system remains essen- 
tially in equilibrium, then the ensemble aver- 
age may be approximated by a simple differ- 
ence in the Hamiltonian to obtain 

A= 1 

AG = CH,' - H~ 
h=O 

(6) 

where the molecules of states A and B are 
either in the gas phase [A(& or B(g)] or 
in aqueous solution [A(aq) and B(aq)], 
the free energy of solvation of A and B, 
AGA and AGB, can be measured. Although 
the "mutation" of A into B in the gas phase 
AGAB(g) Or solution AGAB(aq) Cannot be 
determined experimentally, it can be cal- 
culated with com~uter simulations. Since 
the free energy is a state function, 
AGAB(aq) - AGAB(g) = AGB - AGA, SO 

that the results from comDuter calculations 
can be related to experimental values. 

Wolfenden e t  al. (13) have proposed a 
"hvdration ~otential" scale for the 20 amino 
acid side chains in water, where the experi- 
mental solvation energies for model com- 
~ o u n d s  are used in  lace of the actual amino 
acids. We have ~erformed a series of free 
energy calculations on amino acid side 
chains and small model compounds with the 
thermodynamic windowing procedure and 
slow growth methods. 

Each simulation was done with about 400 
TIP3P water molecules (14) at constant 
temperature (300 K) and pressure (1 a m )  
in a box with eriodic boundary conditions 
(15) and an 8 1 nonbonded cutoff. SHAKE 
(1 6) was used to keep bond lengths fixed to 
allow a time step of 0.002 psec. The calcula- 
tions were done in two stages with "electro- 
static decoupling." First the charges were 
changed while the van der Waals parameters 
were kept at their initial values and then the 
van de; Waals radii and well depths were 
slowly perturbed to their final values while 
the parameters for bond lengths and angles 
were left unchanged. For electrostatic 
changes the following protocols were used. 
Electrically neutral molecules were done 
with 20 thermodynamic windows with 
AX = 0.05; 500 steps of equilibration were 
followed by 500 steps of data collection, 
both of which were done in time steps of 
0.002 psec. Molecules with net charge were 
done in 40 thermodynamic windows with 
AX = 0.025; 250 steps of equilibration were 
followed by 250 steps of data collection in 
time steps of 0.002 psec. Changes in van der 
Waals parameters were performed with slow 
growth rather than windowing because 
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rather large energy fluctuations could occur 
with windowing even when AX values were 
as small as 0.001. More reliable results were 
obtained when Eq. 6 was used with 30,000 
steps at 0 .001-~se~  time intervals and when 
the average of the results for both the for- 
ward ( A  -+ B )  and backward ( B  + A) di- 
rections was used. 

The free energies determined in these 
simulations were sensitive to the charge and 
van der Waals Darameters used to describe 
each atom. We hsed the values of the van der 
Wads parameters described by Weiner et  al. 
(17) [except for sp2 C, see (18)] in an all- 
atom force field desipsled for simulations of " 
proteins and nucleic acids. These van der 
Waals parameters can be used with compa- 
rable types of atoms in other molecuies. 
However, the partial atomic charges were 
not so easily transferred but were important 
because for.manv molecules electrost&c en- 
ergies dominated the calculated free energy 
changes. We used electrostatic potential fit 
charges from ab initio quantum mechanical 
calculations with a 6-31G* basis set for the 
amino acids (19). The charges were then 
scaled if necessary to fit the experimental 
electric dipole moment with the ratio of 
calculated to experimental dipole moments 
as the scaling factor. 

Results for simulations that cover amino 
acid functional groups and methane are 
shown in Table 1. A number of points 
should be emphasized: 

1) The work of Postma et al. ( I )  and 
Straatsma et al. (20) showed that the contri- 
butions to the free energy of solvation of 
nonpolar groups includd the cavity term, 
which increases the free energy by incorpo- 
rating the solute in water, and the dispersion 
term; which decreases the free energy of 
solvation. The simulation of the absolute 
free energy of solvation of methane pro- 
duced a calculated value of 2.1 kcaVmol 
(Table l ) ,  which compares well with the 
experimental value of 1.9 kcal/mol, and sug- 
gested that our van der Waals parameters 
were reasonable for carbon and hydrogen in 
size and dispersion and that adequate sam- 
pling was obtained in this case. 
- 2) The simulated free energy changes 
were within about 10% of relevant experi- 
mental values. That is, changes less than 5 
kcaVmol were within 0.5 kcaVmol of the 
experimental value, those between 5  and 10 
kcaVmol were within 1.0 kcaVmol, and 
above 10.0 kcaVmol were within 1.5 kcaU 
mol. 

3) Simulations on the analogous transfor- 
mations of isobutane into methane and of 3- 
methylindole into methane were close to 
both the experimental values and to calculat- 
ed values f i r  the corresponding amino acid 
transformations of Leu into Ala and of Trp 

into Ala. These facts, together with the 
results for acetamide, acetic acid, and phe- 
nol, support Wolfenden's scale for amino 
acid solvation (13). 

4) Free energies that were due to changes 
in van der Waals parameters were in general 
less accurate than calculated free energies 
due to electrostatics. This was related to the 
functional form of the van der Wads param- 
eters and the amount of sampling per- 
formed. Nonetheless, these free energy 
changes could be calculated with much 
smaller errors than enthalpies (1) .  

5 )  The calculated free energies for 
charged amino acids are reasonable, and 
correctly ordered (21); however, the abso- 
lute values need to be corrected for reaction 
field effects to account for the 8 A cutoff in 
the simulation. Such corrections are typical- 
ly less than 0.5 kcaVmol for neutral systems 
(22). 

The case of the related molecules acet- 
amide, N-methylacetamide, and N,N-di- 
methylacetamide (Fig. 1) is interesting be- 
cause these molecules all have approximately 
equal free energies of solvation, yet the 
methyl-substituted compounds have one 
and two less hydrogen-bonding groups, re- 
spectively. Both experiments and our simu- 
lations suggest that the hydrogen-bond po- 
tential of the amide group is relatively unim- 

Acetamlde N-Methylacetamide 
,jO.I36 H0.119 

2066 

N,N-Dimethylacetamide Fig''' Pa*ia1 charges 
Ho.l14 

for acetamide, N- 
methylacetamide, and 

QU4n, 1 , H'J.114 N,N-dimethylaceta- 
c-o,400 mide. These charges 

I were determined by 
~ 0 . 5 7 1  fitting the electrostatic 

- 0 . 0 7 6 ~ /  potential calculated at 

H0Z8 / \-0.245 
O-0.547 the 6-31G+ level and 

,C-0259 C -H0,096 by scaling them to re- 
Ho.108 \ / \ produce the experi- 

H ~ , ~ ~ ~  H~~~~ Ho.096 
mental electric dipole 
moments. 

portant in determining these free energies of 
solvation (23). There is reasonable agree- 
ment between the calculated and experimen- 
tal free energies of solvation (Table 2 ) .  The 
relative electrostatic free energies parallel the 
relative experimental solvation free energies. 
That the total free energies do not corre- 
spond as well may be a reflection of the 
difficulties in calculating the van der Waals 

Table 1. Potentials for amino acid side chains. Free ener ies and net free ener ies [A(AG)] are given for 
transformation of a reference state molecule into the &red solute molec& The electrostatic (Elec) 
free energy was determined with thermodynamic windowing. The van der Wads (VdW) energies were 
determined by two simulations, each with 30,000 steps at a A t  = 0.001 psec for the transformations of 
reference into solute and of solute into reference. The VdW free energies given are the average values 
and the standard deviation for these two simulations. Experimental free energy (Expt) are from 
Wolfenden's study of side-chain analogs of the amino acids (13). For those cases in which we have 
direcrly simulated the systems studied by Wolfenden (%-methyl indole, isobutane, phenol, acetic acid, 
and acetamide), experimental values are reported. In the cases where we stimulated only the amino acids 
directly. Expt shows the values for appropriate side-chain analogs. In each case, we took the difference 
in the values in column 3, table I, of (13) and multiplied these by 2.303RT = 1.363 kcalimol. For the 
charged side chains, we did not decouple the energies, so only the net free energy is reported. There are 
larger absolute errors for the free energies for ionic groups and relevant experiments (21 ), but because of 
the uncertainty in the reaction-field corrections and solvation free energies in the neutral reference, we 
do not report experimental values for these. 

- 

Refer- Free energies (kcaVmo1) Solute ence Elec VdW A(AG) Expt 

Arginine (+) Arginine -38.28 a 0.71 
Arginine Alanine -12.51 1 0.28 -1.89 t 1.21 -14.40 r 1.49 -12.86 
Cysteine Alanine -2.02 -+ 0.14 -1.02 rt 0.23 -3.04 a 0.37 -3.19 
Histidine(+) Histidine -35.49 * 0.38 
Histidine Alanine -11.02 2 0.51 -2.30 t 0.71 -13.32 5 0.20 -12.19 
Leucine Alanine 0.30 -+ 0.05 0.35 r 0.16 0.65 +- 0.20 
Lysine(+) Lysine -58.85 5 0.60 
Lysine Alanine -7.03 2 0.28 0.28 * 0.18 -6.75 & 0.10 -6.33 
Phenylalanine Alanine -2.35 % 0.11 -0.51 a 0.34 -2.87 * 0.45 -2.71 
Serine Alanine -6.16 2 0.21 -0.88 r 0.15 -7.04 r 0.35 -7.02 
Tryptophan Alanine -4.10 2 0.06 -3.19 r 0.40 -7.29 r 0.35 
Methane Nothing 0.03 r 0.02 2.14 a 0.94 2.12 * 0.90 1.95 
3-Methylindole Methane -3.11 r 0.21 -3.58 r 0.73 -6.68 r 0.93 -7.85 
Isobutane Methane -0.11 r 0.02 1.18 r 0.33 1.08 2 0.35 0.34 
Phenol Benzene -3.80 + 0.15 -0.76 a 0.04 -4.57 2 0.19 -5.36 
Acetarnide Methane -8.93 + 0.16 -1.37 2 0.37 -10.30 * 0.21 -11.66 
Acetate(-) Acetamide -71.86 * 0.88 
Acetic acid Methane -6.80 + 0.30 -2.30 5 0.81 -9.03 r 0.45 -8.64 
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contribution. The loss of potential hydro- 
gen-bonding groups in the methyl dkriva- 
tives does not significantly affect the dipole 
moments or the solvation free energies. This 
im~lies that the overall distribution of 
charge is primarily responsible for the solva- 
tion properties of these molecules. 

Solvation effects can be nonadditive. For 
example, p-nitrophenol is significantly more 
water soluble than one might predict from 
considering the relative solvation energies of 
phenol, nitrobenzene, and benzene. This has 
been noted by Wolfenden (24) as an exam- 
ple of solvation nonadditivity. We deter- 
mined this nonadditivity as follows. First, 
we calculated the atorn-centered oartial 
charge of benzene, nitrobenzene, phenol, 
and p-nitrophenol with a 6-31GY basis set 
(19). Second, an "additive" partial charge 
model for p-nitrophenol was constructed 
with the charges of nitrobenzene, phenol, 
and benzene as described and shown in Fig. 
2. This is compared with the real charge 
distribution (19) determined for p-nitro- 
phenol also shown in Fig. 2. The free energy 
calculations were then performed by per- 
turbing thep-nitrophenol molecule from the 
additive charge distribution into its "real" 
charge distribution. This process resulted in 
a free energy change of -0.9 0.2 kcaV 
mol, which is in agreement with the experi- 
mental nonadditivity of -0.8 kcaUmo1. The 
results of this simulkion show auantitative- 
ly how the resonance interaction between 
the nitro and hydroxyl groups increases the 
polarity of nitrophenol, which leads to a 
stronger interaction with water. 

Nucleic acid solvation is a difficult case 
experimentally because the base "side 
chains" of nucleic acids appear to be too 
water-soluble to measure their free energy of 

solvation directly (25). It may be possible to 
measure the free energy of solvation of these 
bases experimentally; thus we can make a 
prediction of their solvation free energies. 
We used an N'-methyl model for pyrimi- 
dines and an Y@-methyl model for purines 
and the molecular mechanical model for 
nucleic acids (17). The calculated relative 
and absolute solvation energies of these 
pyrimidines and purines (Table 2) show that 
the solvation free energy of thymine should 
be measurable with current methods but 
that the values for the other bases will be 
difficult to determine directly. These values 
could also be used as reference values for 
simpler solvation theories (26). 

Adenine and thymine have almost equal 
dipole moments, yet adenine has a much 
larger electrostatic solvation energy (Table 
2). If partial charges are derived to fit elec- 
trostatic potentials, then the higher order 
electrostatic multipoles are usually well rep- 
resented. Both the actual quantum mechani- 
cal calculations and the partial charge mod- 
els showed that adenine had a substantially 
larger quadrupole moment than thymine, 
which can account for the larger electrostatic 
free energy found for adenine. Thus an 
accurate re~resentation of at least the first 
two nonvanishing multipole moments, 
which had earlier been shown to play a role 
in determining the directionality of intermo- 
lecular interactions ( 2 9 ,  has been shown to 
also be important in describing solvation 
effects. 

The understanding of solvation and desol- 
vation of nucleic acids is critical if the inter- 
molecular interactions of nucleic acids with 
drugs or proteins is to be described. As an 
example, a comparison was made between 
the molecular mechanical interaction energy 

of deoxyguanosine 5'-phosphate (dGMP) 
and deoxythymidine 5'-phosphate (dTMP) 
with staphylococcal nuclease. We calculated 
that dGMP would interact more strongly 
with the protein by about 6 kcaVmol (28). 
However, it requires 11.8 kcaVmol more 
energy to desolvate guanine than thymine; 
thus the theoretical model that includes 
solvation effects correctly reproduces the 
experimental observation that dTMP is a 
better inhibitor of the enzyme than dGMP 
(29). 

One can also use these free energy meth- 
ods to calculate protein stability (30). We 
performed a free energy perturbation calcu- 
lation in which a "buried" leucine (residue 
33 in the chymotrypsin numbering scheme) 
side chain in trypsin is changed into alanine. 
This is compared to a mutation of Leu into 
Ala in solution as a reference to determine 
the relative stability of the native structure 
relative to a denatured structure, in which 
this group may be fully exposed. 

The simulation was performed b allow- 
ing only those residues within 8 1 of the 
perturbed groups to move. An all-atom 
representation (17) was used for the protein 
together with the computational protocols 
we have described to perform the simula- 
tion. The various free energy changes (Table 
2) suggest that this mutation should desta- 
bilize the enzyme by about 1 kcalimol. Fur- 
ther studies to "design" more stable proteins 
should allow the critical assessment of these 
methods for predictions on the effects of 
site-directed mutants in proteins. By simu- 
lating the Asn 155 -+ Ala 155 mutation in 
both Michaelis complexes and tetrahedral 
intermediates, we have been able to predict 
the effect of mutations on binding as well as 
on the catalytic properties of subtilisin (31). 

Table 2. Solvation free energies and site-specific mutagenesis. M free energies and net free energies [A (AG)] are given for transformation of the reference 
state into solute or residue. The electrostatic free energy (Elec) was determined with 20 windows and 500 steps of equilibration and 500 steps of data 
collection and At = 0.002 psec. The van der Waals energies (VdW) were determined with 30,000 steps at a At = 0.001 picoseconds for each transformation 
of solute (residue) into reference and of reference into solute (residue). The values given are the average values for these two simulations with the standard de- 
viation. The experimental free energy differences in kcallmol are from (23). The electric dipole moments were calculated with the solute charge model (19). As 
shown in (19), this value is within 1 to 2% of the actual quantum mechanically calculated value. The quadmpole moments in the principal axis system were 
calculated with the solute charge model (19). For the adenine into guanine and thymine into cytosine transformations, the perturbations were done without 
decoupling the electrostatic and van der Waals contributions. 

Solute (residue) Refer- 
ence 

Free energies (kcdmol) 

(b ea ,Qb,Qc 

Elec Vd W A(AG) Expt (Buclungham) 

Adenine 
Thymine 
Cytosine 
Guanine 

Methane 
Methane 
Thymine 
Adenine 

Acetamide Methane 
N-Methylacetamide Methane 
N,N-Dimethylacetamide  methane 

Leucine (solution) Alanine 
Leucine (trypsin) Alanine 

- 

Pyrimidines and purines 
-10.55 + 0.40 -4.17 t 0.35 -14.73 t 0.76 2.3 15.2, -10.4, -4.8 
-6.57 i 0.25 -3.04 t 0.90 -9.61 1.15 3.4 -10.3, 7.3, 2.9 

5.24 + 0.33 5.5 13.3, -8.5, -4.8 
6.95 i 0.54 6.4 25.9, -19.7, -6.2 

Amides 
-8.93 a 0.16 -1.37 t 0.37 -10.30 t 0.21 -11.77 * 0.21 
-9.52 a 0.28 -0.77 + 0.48 -10.29 a 0.76 -12.17 rt 0.20 
-8.35 t 0.39 -0.82 a 0.49 -9.16 t 0.10 -10.64 + 0.30 

Site-specific mutagenesis 
0.30 +. 0.05 0.35 rt 0.16 0.65 * 0.20 

-0.02 +. 0.01 -0.33 a 0.32 -0.33 + 0.34 

566 SCIENCE, VOL. 236 



The studies of Wong and McCarnmon 
(6), Lybrand e t  al. (5), and Bash e t  al. (lo), 
have shown that solvation free energies are 
critical in determining the strength of ligand 
binding. For example, we found (10) a 
significantly different relative solvation ener- 
gy for anionic phosphonamidate as com- 
pared to phosphonate ester, in contrast to 
results on neutral phosphoramidates and 
esters (32). These calculations were instru- 
mental in showing why phosphonamidates 
bind more strongly to thermolysin by ap- 
proximately 4 kcalimol than do the corre- 
sponding esters (33). 

The statistical mechanical formulations of 
free energy differences described by Eqs. 1 
and 2 are exact and anv errors that result 
from a computational implementation of 
these equations are due to the accuracy in 
representing the Hamiltonian and sampling 
limitations. For the problems described 
above, we have shown that the first potential 
source of error is not a problem. The use of 
an empirical force field (17) that contains 
only exchange repulsion, dispersion, and 
electrostatic terms has led to simulated sol- 
vation free energies that are in good agree- 
ment with experiment. This suggests that 
aqueous solvation may have contributions 
from: (i) a cavity-exchange repulsion term in 
which the free energy is raised by incorpo- 
rating a solute molecule in water; (ii) disper- 
sion attraction between the solute and the 
surrounding water molecules; and (iii) elec- " \ ,  

trostatic interactions between solute and sol- 
vent. The TIP3P water model (14) used 
here had an enhanced dipole moment 
( p  = 2.35 D) compared to gas-phase water 
(1.85 D), whereas the solute molecules had 
partial charges scaled to reproduce relevant 
gas-phase dipole moments. The fact that no 
polarization of the solute was included in 
the model does not appear to be a problem 
in reproducing experimental solvation free 
energies of neutral molecules. In addition, 
another useful feature of the free energy -. 
~ermrbation method was that solvation en- 
ergies could be calculated with a low statisti- 
cal error. Thus the method can be used to 
refine the Hamiltonian representation (par- 
tial charges and other parameters) of the 
system (34). 

The free energy is a state function; its 
value must be independent of the path be- 
tween states. However, not all pathways are 
identical, because there will be a different set 
of energy barriers that must be traversed in 
each case that requires different amounts of 
time to complete the transformation. For a 
finite computer simulation, the practical 
problem is to find a pathway that can be 
adequately sampled with the computational 
resources available. For these reasons elec- 
trostatic decoupling was necessary; when 

Fig. 2. Partial charges determined with the methods described in (19) with the use of a 6-31G* basis set 
for phenol (l), nitrobenzene (2), benzene (3), and p-nitrophenol (4). The partial charges for the 
additive model ofp-nitrophenol (5) were determined as follows: An initial set of partial charges were 
taken from phenol for C-1, C-2, and C-6 and their substituents and from nitrobenzene for C-3, C-4, 
and C-5 and their substituents. These charges were corrected for polarization of the remote carbons by 
comparing, for example, the charges found at C-3, C-4, and C-5 and at the corresponding hydrogen 
atoms in phenol with the charges of -0.146 for carbon and 0.146 for hydrogen in benzene. For 
example, C-3 in phenol has a charge of -0.076 as compared to the value of -0.146 in benzene. Thus its 
net charge is -0.195 (from nitrobenzene) + (-0.076) - (-0.146) (correction for polarization in 
phenol) = -0.125. A similar analysis is done for al l  the ring carbon atoms and their substituents to 
produce the model (4). 

both van der Waals parameters and charges 
were changed simultaneously, artificially 
large free energy changes could result be- 
cause electrostatic energies would be overes- 
timated. 

Similar considerations were relevant for 
the evaluation of van der Waals energy 
changes. All such perturbations were per- 
formed with the slow growth method. For 
van der Waals changes, small configuration- 
al fluctuations during the simulation could 
result in relatively large fluctuations in the 
perturbed energy that could more easily 
cause artifacts in the statistical sampling in 
the window method. However, one difficul- 
ty with the slow growth method was that it 
was not clear how many time steps would be 
necessary for any particular change. To  de- 
termine a reasonable value, three simula- 
tions were performed to evaluate the solva- 
tion free energy of neon with periods of 20, 
30, and 40 psec in each direction. The 
simulations were done both by growing and 
disappearing neon to check for possible 
hysteresis. All three simulations produced 
values of about 2.3 2 0.5 kcalimol, which 
compared well with the experimental value 

of 2.4 kcaUmol, although the calculated 
values for growing neon were about 1 kc& 
mol larger than for its disappearance. We 
chose the intermediate value of 30 psec 
(30,000 steps at 0.001-psec time steps) for 
all van der Waals calculations. The use of 
30,000 steps for all our van der Wads 
simulations could be questioned, since more 
sampling should be required for 3-methylin- 
dole than neon. However, our interest was 
to test these methods on as many cases as 
possible and not to concentrate on only one 
or two examples. One would expect less 
hysteresis if the total number of steps was 
increased for larger changes (20). 

The ability to simulate free energies rather 
than enthalpies in the complex systems stud- 
ied here is an exciting advance. Not only are 
there much smaller statistical errors inherent 
in calculating free energies than enthalpies, 
but free energy is the quantity of most 
relevance in physical chemical experiments. 
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On the Prevalence of Room-Temperature Protein - 
Phosphorescence 

A large number of proteins were tested for the property of intrinsic phosphorescence in 
deoxygenated aqueous solution at room temperature. The majority of proteins exhibit 
phosphorescence under normal solution conditions. Phosphorescence lifetimes from 
0.5 millisecond to 2 seconds were observed in three-fourths of the proteins tested. The 
lifetime appears to correlate with relative isolation of the tryptophan indole side chain 
from solvent. With few exceptions, proteins in general can be expected to display a 
phosphorescence lifetime greater than 30 microseconds. This widespread characteristic 
of proteins has been largely overlooked because long-lived phosphorescence is highly 
sensitive to quenching by low levels of dissolved oxygen in solution. Protein phospho- 
rescence offers a new time domain and a far wider dynamic range than has been used 
before for photoluminescence experimentation. 

E XPERIMENTAL APPROACHES BASED 

on the measurement of intrinsic pro- 
tein fluorescence have proven im- 

mensely useful for a broad range of prob- 
lems in macromolecular science. However, 
tryptophan fluorescence, in which photon 
emission occurs on the nanosecond time 
scale, is only one of the possible conse- 

quences of photoexcitation. Intersystem 
crossing to the triplet state is another, and 
this can result in long-lived phosphores- 
cence emission. The ability to measure pro- 
tein phosphorescence in liquid solutions 
would greatly expand the potential for pho- 
toluminescence studies of protein interac- 
tions and dynamics on a longer and often 

Fig. 1. Excitation and emission spectra of cod I-Excitation-I 

parvalbumin. The samples contained 2 mg of cod k~rnission--- 

parvalbumin per milliliter in 0 . 0 M  sodium phos- 
phosphorescence phate and 0. LM sodium measurements chloride the at pH deoxygenat- 7.0. For '[ ," 1 ![>: ,, , Jfi 
ing system described in Table 1 was included. The $ - ., ,, , 
ordinate for each spectrum is separately scaled for ,, i : 

, , 

ease of visualization. Fluorescence spectra were % ' ~. 
taken with protein-bound calcium (- - -) and after 5 

% % . ~  

l, 'Y. ..- - - .., 
addition of 3 rnM EDTA to remove calcium 

-' 260 340 420 500 
(. . .). A detection wavelength of 330 nm was Wavelength (nm) 
used with the excitation spectrum and an excita- 
tion wavelength of 280 nm was used with the sion spectrum (-) was taken with an excita- 
emission spectrum. The phosphorescence emis- tion wavelength of 280 nm. 

more pertinent time scale. However, this 
possibility has received little attention from 
the biochemists, since phosphorescence is 
thought to be largely a property of the solid 
state. The results reported here demonstrate 
that this is not the case. 

Debye and Edwards (1) reported in 1952 
that phosphorescence can be observed from 
proteins at cryogenic temperatures. Under 
these conditions phosphorescence lifetimes 
for a variety of proteins attain a fairly stan- 
dard value of 5.5 seconds. Twenty years 
later, Saviotti and Galley (2) found that two 
proteins, alcohol dehydrogenase from horse 
liver and alkaline phosphatase from Esche- 
rzcbia coli, phosphoresce in aqueous solution 
at room temperature with lifetimes on the 
order of 1 second. Kai and Imakubo (3) 
found three additional proteins with life- 
times between 1 and 20 msec. 

In studies of protein photoluminescence 
we showed that oxygen quenches the phos- 
phorescence of even the extraordinarily well- 
protected tryptophans of alcohol dehydro- 
genase and alkaline phosphatase with a rate 
constant of l o 9 ~ - '  sec-' (4). Thus when 
oxygen is present at normal solution concen- 
tration (250 p-44 in air-exposed water), 
phosphorescence emission with an intrinsic 
lifetime as long as 5 seconds will be reduced 
in intensity by a factor of lo6 and exhibit a 
lifetime of only 4 ysec. This explains why 
the phosphorescence of proteins in solution 
has escaped detection. The original discov- 
ery of long-lived protein phosphorescence 
by Saviotti and Galley (2) was connected 
with a fortunate accident in this regard. 

D ~ p ~ m c ' n t  o i  Uiochemistn ~ n d  Bio hi \icl. Yn~\.erc~n 
of Pennsyl\.ania. I'hlladclphia. P.4 19P04. 
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