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Covalent Group IV Atomic Clusters 

Atomic clusters containing from two to several hundred 
atoms offer the possibility of studying the transition from 
molecules to crystalline solids. The covalent group IV 
elements carbon, silicon, and germanium are now being 
examined with this long-range objective. These elements 
are particularly interesting because of the very different 
character of their crystalline solids and because they are 
intermediate between metals and insulators in the nature 
of their bonding. Small mass-selected atom cluster ions 
are formed by pulsed laser techniques and identified by 
time-of-flight methods. Laser photoexcitation is used to 
study the relative stability of these clusters and their 
modes of fragmentation. These modes for C,+ clusters, 

which tend to fragment with a characteristic loss of a 
neutral CJ, are found to be different from the modes for 
Sin+ and Ge,+ clusters, which tend to fragment to "mag- 
ic" clusters such as Sb+, Sis+, and Silo+. These experi- 
mental results can be accounted for by recent theoretical 
calculations of the ground-state structure and stability of 
small silicon and carbon clusters. Several theoretical ap- 
proaches give consistent results, showing that small sili- 
con clusters are compact and different from small frag- 
ments of the bulk crystal. Calculations show that carbon 
clusters change from linear structures toward cyclic struc- 
tures as the cluster size increases, but with significant 
odd-even differences. 

S CIENTIFIC INVESTIGATIONS OF THE PROPERTIES OF CLUS- 

ters of atoms have expanded rapidly in the last 5 years. The 
goal in many of these studies is to use clusters with increasing 

numbers of atoms to understand the transition from molecular 
behavior to the behavior of bulk condensed matter. The evolution of 
both the structural arrangement of atoms and the electronic states of 
the system are of intense interest. In addition, there is a strong 
technological interest in clusters as unique small systems, for 
example, as catalysts or for making tailored optical materials. 

While there now exists a substantial literature on clusters of rare 
gas atoms and of metal atoms ( I ) ,  only recently has attention been 
focused on clusters of the covalent group IV elements: carbon, 
silicon, and germanium ( 2 4 ) .  Clusters of these three elements 
represent intermediate cases between the alkali metal clusters, whose 

stability is well described by the free electron model, and the rare gas 
clusters, whose structure is controlled by simple interatomic pair- 
potentials. Carbon, silicon, and germanium represent a particularly 
interesting sequence because of the decreasing importance of T-  

bonding with increasing atomic number in these covalent systems, 
while the electronic band structure evolves to a semimetal (graphite) 
in the case of carbon and to an intrinsic semiconductor for silicon 
and germanium. Results are also beginning to appear on mixed 
clusters formed from atoms of group I11 and V elements (5), GaAs 
and InP, for example, in which cluster properties depend upon both 
covalent and ionic bonding. However, this article will discuss only 
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clusters of the covalent group IV elements and in particular only 
bare clusters in vacuum, as differentiated from clusters whose 
external bonds are saturated with other ligands as they typically 
would be in solution (6). This article will concentrate on the 
structure and stability of these small clusters. 

Before 1984, the only experimental work on silicon clusters was 
by Honig (7) who formed neutral clusters in an oven above molten 
silicon and measured their relative abundances up to Si6. Work on 
carbon clusters had been reported in several early papers (8) and C2 
and C3 are now relatively well-characterized species, but very little is 
lulown about larger clusters. In 1984 Tsong (9) used photostimulat- 
ed desorption in a field-ionization atom probe to produce silicon 
cluster ions. Also in 1984 Rohlfing e t  al. (2) reported work on larger 
carbon clusters formed by pulsed laser evaporation and coarsely 
bracketed their ionization potentials. More recently, also using 
pulsed laser evaporation, Bloomfield e t  al. (3) and Heath e t  al. (4) 
reported photofragmentation studies of mass-resolved silicon and 
germanium cluster ions. Kroto e t  al. (10) reported additional studies 
on larger carbon cluster ions with emphasis on Cso+ Silicon clusters 
have also been seen in the pyrolysis of silanes (11). 

Theoretical work on these systems has consisted mainly of a few 
ab initio calculations on small clusters (12) (Si2, C2 to C4) and some 
semiempirical calculations on larger clusters (13). Recently Pac- 
chioni and Koutecky (14) have reported calculations on equilibrium 
geometries of small clusters of germanium and silicon. The stability 
of silicon clusters has also been considered by Phillips (15). Calcula- 
tions by Raghavachari and Logovinsky (16) and by Tomlnek and 
Schliiter (17) concur on the structures of several small neutral silicon 
clusters, all of which are very different from small pieces of the 
silicon bulk lattice. Small carbon clusters have also been studied 
recently by different theoretical techniques (1 8, 19). 

Only the preliminary features of a real understanding of the 
properties of the group IV clusters are beginning to evolve. For 
example, there is no experimental indication yet as to the cluster size 
at which conduction and valence bands develop from isolated 
electronic states in Si, and Ge, molecules. Nor is it evident at what 
point the familiar regularity of tetrahedral diamond bonding con- 
trols the molecular structure. Experimentally it is not even clear at 
what cluster size carbon clusters form rings, or three-dimensional 
shells, rather than linear molecules. But clues are beginning to 
emerge, strongly complemented by theoretical calculations of the 
structure of these covalent clusters. 

Experimental Cluster Formation and 
Fragmentation 

The formation of clusters of rare gas and metallic elements has 
primarily been carried out in a supersonic jet expanding into vacuum 
from a region at a pressure of hundreds of torr ( I ) .  The expanding 
and cooling gas provides for thousands of collisions of any given 
atom before the mean free path becomes so long, as the pressure 
decreases, that collisions effectively cease. During the expansion 
phase, clusters of atoms map form by nucleation and growth. Only a 
small fraction of the atoms actually form into clusters; the other 
atoms are needed to carry away the heat of condensation of the 
clusters, or they would not be bound. 

These techniques work very well for elements whose vapor 
pressure is adequately high at moderate temperature. Maintaining 
sufficient purity at very high temperatures is difficult, particularly for 
studies of clusters of highly reactive species. Smalley and his co- 
workers (20) have greatly extended the range of elements accessible 
to cluster formation by using nanosecond pulsed lasers to evaporate 
the material of interest into a buffer gas (usually helium). Clusters 

nucleate and grow in the buffer. The gas mixture then expands and 
cools as in the steady-state case. The pulsed character of the source 
lends itself naturally to time-of-flight separation of the clusters. 
Many research groups are now making use of various modifications 
of this generic approach (1). 

A schematic diagram of the apparatus (21) that we used to study 
group IV clusters is shown in Fig. la.  It provides a pulsed source of 
cluster ions, uses time-of-flight techniques to isolate a given cluster 
size, and incorporates a second pulsed laser, time-synchronized with 
the first, to produce photofragmentation. The apparatus is cycled at 
10 Hz. Each cycle starts with the production of the cluster ions. A 
pulsed valve produces a short burst of helium, which flows down a 
narrow channel over a rotating target rod (silicon, germanium, or 
carbon). Light from a pulsed Nd:YAG (yttrium-aluminum-garnet) 
laser is focused onto the rod where it vaporizes a portion of the 
material, producing a plasma entrained in the helium carrier gas. 
The cluster ions are formed in the multiple collisions during this 
entrainment and are cooled as the carrier gas expands through the 
small orifice of the source into the main vacuum chamber. The 
expansion results in a narrow velocity distribution centered at a 
velocity of =1.5 x lo5 crnlsec corresponding to a kinetic energy of 
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Fig. 1. (a) Schematic of the equipment used for photofragmentation studies 
of covalent group IV atomic clusters (3). The clusters are produced via laser 
vaporization and separated in a time-of-flight region. (b) A mass spectrum 
obtained for silicon; the "magic" numbers Si,' and Silo" are evident. The 
Inset shows the distribution of mass-separated fragments, after Sllzt  is 
isolated by the mass isolator and photofragmented. 
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Fig. 2. Bar graph of the fragmentation patterns for Si,' and C,'. There is a 
surprising difference bemeen these m o  cases: for Si,', there are magic 
fragment ions Si,' and Si,,' (shown in the figure only for the smallest 
parent for which it is dominant); for C,', the major fragment is neutral C3, 
leaving Cn-3T 

about 2 eV for a Si6+ cluster. The cluster ion beam then passes 
through an isolation skimmer into a differentially pumped region 
where it enters the acceleration grid system. These three grids are 
pulsed on to coincide with the arrival of the pulse of clusters, and the 
singly charged cluster ions are all given the same kinetic energy 
(several kiloelectron volts) in a direction perpendicular to the 
expansion. 

In the first time-of-flight region, the cluster ions separate accord- 
ing to their mass and enter a pulsed mass isolator. This isolator 
deflects all clusters out of the beam except when it is pulsed off: by 
adjusting the tinling of the control pulse to the isolator, only the 
clusters having the mass of interest are allowed to proceed. 

The mass-selected clusters are then decelerated and exposed to the 
light from the fragmentation laser, and the resulting charged 
photofragments are accelerated and dispersed in the second time-of- 
flight region. The fragments are detected with a dual microchannel 
electron multiplier. Figure l b  shows the spectrum of Si,,' clusters 
obtained when the pulsed isolator is not used (3). This spectrum 
shows the existence of "magic" numbers in the distribution; that is, 
the relative abundance of a specific cluster is significantly greater 
than that of its neighbors. The origin of these magic numbers has 
been the subject of speculation by many investigators (15, 17): is it 
evidence for unusual stability of these clusters, or does it reflect 
kinetic hindrances or enhancements in the growth of clusters in the 
gas expansion? 

Experimentally it has been found that the cluster distribution 
often depends on the specific experimental conditions of the mea- 
surement (21). However, the mass isolator as shown in Fig. l a  
bypasses the question of cluster formation completely. The charac- 
teristics of a particular cluster size are investigated independently 
from the abundance of that cluster in the original spectrum. The 
inset in Fig. l b  shows what happens when Si12+ is isolated from the 
original spectrum, exposed to a strong photofragmentation laser, 
and sent with its photoproducts through the second time-of-flight 
region. This photofragmentation spectrum is decoupled from the 
conditions of the cluster source and reflects information about the 
structure or energetics of the Si12+ system. 

Figure 2 shows the product distribution for photofragmentation 
(3, 22) of Si,,' and Cni, depicted as relative probabilities for a 
cluster of one size to result in an ion fragment of another size. There 
is a remarkable difference between the two sets of results. The 
photofragmentation of silicon yields the magic cluster ion Si6+ 
which is dominant for parent cluster sizes in the range n = 7 to 11. 
A similar magic fragment, Silo', is only shown in Fig. 2 for the 
smallest parent from which it appears, but for a series of larger 
parents it remains the dominant product. The fragmentation prop- 
erties of Ge,' clusters are very similar to those of Si,' clusters (3,4), 
displaying magic photofragmentation species at Ge6' and GeloA. In 
contrast, the photofragmentation spectrum for carbon yields neutral 
C3 as the dominant fragment: larger clusters tend to fragment with 
the loss of C3 leaving a C,-3+ ion. We will discuss the implication of 
these results based on the theoretical structure of Si,, and C,,. 

Cluster Structure and Stability: Silicon 
Until recently there have been very few theoretical efforts to 

determine the nature of bonding in small silicon clusters (12, 13). In 
fact, reliable calculations even on the trimer Si3 (23) have been 
available only since 1985. In concert with our experiments, we have 
carried out theoretical studies to investigate the structural and 
electronic properties of small silicon clusters (2 to 14 atoms) (16, 
17). These studies were based on widely different calculational 
methods, such as Hartree-Fock plus electron correlation (24), 
density functional (25), and semiempirical tight-binding (17) theo- 
ries. In spite of these technical differences, a consistent picture of the 
structure and bonding in silicon clusters has emerged. 

The calculated structures of the small silicon clusters reveal several 
interesting features. In general, the silicon clusters appear to be 
completely different from the corresponding carbon clusters. For 
example, Si3 has a bent ground-state geometry whereas C3 is 

Cluster size (atoms) 

Fig. 3. Calculated fragmentation energy for small silicon clusters as a 
function of cluster size. The fragmentation is defined here as Sin 
+ Si,_, + Si. The results shown as a solid line are combined results from 
(16, la. They are compared to an experimental quantity (dashed curve), the 
inverse of the fragmentation cross section as given in (3). Also shown are 
some of the calculated cluster geometries (16, 17). 



experimentally known to be a linear molecule (26). Our energy 
mhhkation reveals that three-dimensional structures are impor- 
tant for silicon clusters whereas the corresponding carbon dusters 
are found to be linear or planar (19, 27). Some of our calculated 
ground-state silicon cluster structures are shown in Fig. 3. 

An important question regarding the nature of the calculated 
duster geometries is whether these dusters can be considered as 
small pieces of the bulk crystal. Such microcrystalline structures have 
been considered for several of the small silicon clusters (3, 9). In 
particular, a pyramidal structure for S4, a tetrahedral structure for 
SiS, a hexagonal "chair" form for Si6, and an "adamantanen type 
fragment geometry for Silo are some of the obvious possibilities 
derived from the diamond lattice for silicon. One of the principal 
conclusions from our theoretical studies (1 6,17) is that the lowest 
energy structures are considerably more stable (by -0.5 to 1.0 eV 
per atom) than the microcrystalline type structures for all these 
dusters. This is due to the fact that the microcrystalline geometries 
for these small silicon clusters have, on average, less than 2.5 bonds 
per atom. The resulting danghg bonds act as a large driving force 
for additional bond formation leading to considerable structural 
modifications. However, the energy gained as a result of such bond 
formation has to be weighed against the strain energy that may be 
present in the more compact structures. This balance between two 
opposing factors results in ground-state structures for some of these 
dusters that may be unexpected. For example, a planar rhombus 
structure is the ground state of S4 and is considerably more stable 
than a tetrahedron because of the high strain energy present in the 
latter. 

Another important question concerns the possible presence of 
other low-lying minima on the potential energy surface. If there are 
a large number of minima with small barriers separating them, then 
the assignment of unique structures to represent the dusters may not 
be meanin@. However, with the exception of the smallest dusters, 
Siz and Si3, all the calculated silicon structures appear to be fairly 
well-defined minima without the presence of very low lying isomeric 
states (16, 17). Moreover, the ground-state geometries of neutral 
and positively charged silicon dusters are very similar, since the 
electron that is removed upon ionization comes mainly from a 
noribonding orbital. Thus, the calculated ground-state structures 
can realistically be expected to represent the species observed 
experimentally. 

Inspection of all the calculated minimum energy structures h r  Si3 
through Silo reveals that the nature of the clusters can be understood 
in a building-block manner (16). Each cluster Sin can be considered 
as being built from a smaller duster Si,I by the addition of a silicon 
atom along an edge (edge cap) or a face (face cap). In the case of the 
smaller clusters, edge-capped structures appear to be prominent, 
though face-capped structures are seen in some of the larger clusters. 
Thus, the planar rhombus structure of S4 (Fig. 3) can be considered 
as an edge-capped triangle, whereas the alternative face-capped form 
(tetrahedron) is much less stable because of the high strain present. 
The ground-state structure for Si5 is three-dimensional and can be 
formed by bending the rhombus around the short diagonal and by 
adding another edge-capping atom along this bend to make three 
equivalent caps. This leads to a compressed trigonal bipyrarnidal 
structure for S i  (Fig. 3). The structure for S& is an edge-capped 
trigonal bipyramid, which can also be considered as a distorted 
octahedron (Fig. 3). 

Face-capped structures begin to become important at about S& 
because of the possibility of additional relaxations which reduce the 
strain. The ground state of Si, can be considered as a face-capped 
octahedroh where there is considerable structural relaxation at that 
face. Si8 and Si9 can be derived from bicapped and tricapped 
octahedral structures. Silo is a tetracapped octahedron where alter- 

Fig. 4. Computer-gcncr- 
ated picture of the Silo 
duster as defined bv a 
calculated constant1va- 
knce chargedensity con- 
tour. The picture has 
been generaied by D. P. 
~itch;ll, using *a ray- 
tracing algorithm. 

nate faces of the octahedron have been capped to yield a highly 
compact structure with overall tetrahedral symmetry. However, the 
bonding within the atoms forming the octahedron is fairly weak 
2.65 A) and most of the bonding comes from the cap atoms (2.35 6 representative of a S iS i  single bond). ~ h u s  Silo is a loosely 

bound octahedron held together by the cap atoms. This compact 
structure, which has almost tetrahedral shape (Fig. 4), is more stable 
by about 9 eV than the relaxed crystalline adkantane fragment, 
which we predict to be metastable (17). Similar face-capped struc- 
tures have been observed on the Si(ll1) 7 x 7 reconstructed surface 
(28). 

A consideration of the hybridization of the silicon atoms [from a 
Mulliken population analysis (29)] also helps us understand the 
nature of the bonding in these dusters. Most of the silicon atoms in " 
the larger clusters have a hybridization of =s1.5p2.5, intermediate 
between that of a free atom (?$) and that in the bulk (sp3). 

As we have seen. the eauilibrium structures of small silicon 
dusters deviate significantly fiom those of the corresponding crys- 
talline fragments. This is related to the many broken bonds that 
would exist if the diamond structure were  reserved. Thev act like a 
surface tension that drives the clusters to more compact structures. A 
simple estimate of the critical cluster size for the crossover from the 
dense duster structures to the open diamond structure can be given. 
For this, we consider Silo as "mostly surfacen and compare the 
energy difference between the open adamantane cage structure and 
the dense ground-state structure (0.9 eV per atom) (17) with 
calculated bulk energy differences for diamond-like and close-packed 
silicon (-0.4 eV per atom) (30). If we now consider a large cluster 
as composed of both bulk and surface atoms and use the energy 
differences given above. we can estimate the cluster size for which 
the total ekrgy differeke between open and dense structures goes 
to zero. This rough estimate predicts the crossover to the bulk 
structure to occur for clusters 6f several hundred atoms (17). 

What can be said about the relative stability of small silicon 
clusters and magic numbers? The relative stability of Sin clusters can 
be determined if the photofragmentation experkent is interpreted 
as an equilibrium experiment. Consider the cohesive energy per 
atom, Ecoh, plotted against cluster size. This is a generally increasiilg 
function, rising fiom 1.6 eV for Si2 to 4.6 eV for bulk silicon (30, 
31). If one assumes, to lowest order, a smooth, monotonic function 
for Eeob one finds that single atom "evaporationn is the energeti- 
cally most favorable process for fragmentation. This general result 
holds unless particularly stable structures (magic numbers) occur 
that dominate the fragmentation channels. The calculations indicate 
such magic numbers for n = 4, 6, and 10 (Fig. 3), which is 
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consistent with the observed fragmentation pattern (Figs. 2 and 3). 
This consistency is supportive of the interpretation that these 
experimentally observed fragments are equilibrium clusters, but it 
does not constitute a proof. The pathway for fragmentation remains 
a major unanswered question. 

Cluster Structure and Stability: Carbon 
Accurate calculations (19) have also been performed on small 

carbon clusters (C2 to Clo). In this case, the behavior is completely 
different from that of silicon clusters; in carbon, the difference is 
principally due to the strong n-bondng. This leads to the formation 
of linear or monocyclic ground-state structures involving multiple 
bonding. Fused-ring structures more closely related to the graphite 
fragment, such as the "naphthalenev-like form of Clo, are much less 
stable as a result of high strain energy. 

If the small carbon clusters C, are represented as linear structures 
(2n - 2 n-electrons) the odd-numbered clusters may be expected to 
be stable singlet states and the even-numbered clusters may be 
expected to be triplet states that are comparatively less stable (27). 
However, our structural studies (19) indicate that many of the even- 
numbered clusters prefer to assume monocyclic structures (n n- 
electrons and n in-plane pseudo n-electrons for C,) which are more 
stable (Fig. 5) .  This is particularly true for CS and Clo where the 
additional bond energy causes the ground states of these clusters to 
form ring structures. For C4 and C8 our calculations indicate that the 
energetics of the linear and ring structures are comparable, with 
the ring structures being slightly more stable. In the case of the odd- 
numbered clusters (up to C9), the linear forms appear to be the 
ground states. Thus there is an alternation between linear and 
monocyclic ground-state structures in the case of these small neutral 
carbon clusters (32). The calculated minimum-energy ring struc- 
tures of the even-numbered clusters are not regular polygonal forms 
but have energy stabilization due to lower symmetry in-plane 
distortions. 

Cluster size (atoms) 

Fig. 5. Calculated fragmentation energies of small carbon clusters as a 
function of cluster size n for the reaction C,+ + C,- ,+ t C. Also shown are 
some of the calculated cluster geometries for neutral carbon clusters. 

As in the case of silicon, it is of interest to speculate on the 
structures of larger carbon clusters. In a direct comparison between 
linear and monocyclic structures, we see that as the cluster gets 
larger (> lo  atoms) the cyclic forms will be more stable as a result of 
the decreasing strain energy. However, much larger clusters will be 
necessary before the fused-ring, planar, graphite type structures, 
which have many dangling bonds at the perimeter, become more 
stable. Recent experimental work by Smalley and co-workers (10) 
on clusters in the range C40 to Cso is consistent with another 
alternative, namely, a hollow ellipsoidal or  spheroidal shape for 
these clusters. In particular, these investigators have determined that 
C60 is a uniquely stable cluster and have ptoposed a highly symmetric 
truncated icosahedral structure ("football or soccerball") for this 
molecule. Such a geometrical arrangement involves no dangling 
bonds and has been calculated (33) to be very stable with n- 
electrons delocalized over the entire outer and inner surfaces of the 
spheroidal structure. However, to our knowledge, no direct experi- 
mental evidence confirming such a structure has so far been 
obtained. 

Calculation of the binding energies and ionization potentials of 
the carbon clusters suggests that odd-numbered clusters up to C7+ 
are more stable than even-numbered clusters. This is consistent with 
the occurrence of prominent peaks for the odd-numbered C,' in 
some of the experiments (2, 22). This is also consistent with our 
experimental determination (34) that C3+ and C3+ require much 
more energy for fragmentation than C 4 +  In contrast to the silicon 
case, loss of a single atom is not an energetically favorable channel 
for fragmentation of the small carbon clusters. Our calculations 
indicate that the lowest energy fragmentation channel for C,' 
corresponds to loss of neutral C3. This is consistent with the 
experimental observations in Fig. 2. This is partly due to the extra 
stability associated with the odd-numbered cluster C3 (Fig. 5 ) .  It is 
also due to the fact that the larger clusters are easier to ionize than 
the smaller clusters. Thus, if one considers the fragmentation of 
Clo+, the channel leading to C7+ and C3 is energetically more 
favorable than the one leading to C9' and C because of the extra 
stability of C3. Additionally, it is favored over the channel leading to 
C5+ and C5 because has a lower ionization potential than C5. 

Outlook 
The study of covalent group IV clusters is still in its infancy. 

Although fundamental issues of growth kinetics and nonequilibrium 
effects are still unresolved, some important features of the structure 
and stability of small clusters are well understood. Specifically, it is 
now possible to account for the major differences that exist between 
carbon clusters and silicon or germanium clusters. Theoretical 
calculations of equilibrium cluster structure appear to provide a 
satisfactory basis for interpreting the experimental measurements of 
photofragmentation. Studies of the chemical reactivity of clusters 
are now in progress (35).  There are not yet any measurements of the 
electronic states of small clusters, although photoelectron spectros- 
copy of mass-selected clusters may soon be feasible. There are also 
no direct confirmations, by electron or x-ray scattering, for example, 
of cluster structure. The goal of understanding the transition from 
molecules to condensed matter requires studies of larger clusters 
containing dozens or even hundreds of atoms. Such work is just 
beginning. We expect that the fragmentary picture we now have will 
be clarified considerably in the next few years. 
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Immunological Self, Nonself Discrimination 

The ability of immunodominant peptides derived from 
several antigen systems to compete with each other for T 
cell activation was studied. Only peptides restricted by a 
given transplantation antigen are mutually competitive. 
There is a correlation between haplotype restriction, 
ability to bind to the appropriate transplantation antigen, 
and ability to inhibit activation of other T cells restricted 
by the same transplantation antigen. An exception was 
noted in that a peptide derived from an anti en, bacteri- d ophage lambda cI repressor, binds to the I-E molecule in 
a specific way, yet is not I-Ed-restricted. Comparison of 
the sequence of the repressor peptide with that of other 
peptides able to bind to (and be restricted by) I-Ed and a 
polymorphic region of the I-Ed molecule itself revealed a 
significant degree of homology. Thus, peptides restricted 
by a given class I1 molecule appear to be homologous to a 
portion of the class I1 molecule itself. The repressor- 
derived peptide is identical at several polymorphic resi- 
dues at this site, and this may account for the failure of 
I-Ed to act as a restriction element. Comparison of 
antigenic peptide sequences with transplantation antigen 
sequences suggests a model that provides a basis for 
explaining self, nonself discrimination as well as alloreac- 
tivity. 

I N DIVERSE ANTIGENIC SYSTEMS, IMMUNOLOGICAL RECOGNI- 
tion of foreign proteins by T helper cells is directed to a limited 
number of sites within these antigens (1-4). The T cell recogni- 

tion sites have been mapped by substituting protein fragments or 
synthetic peptides for the native antigen in a system in which T 
helper cellactivation in vitro is measurid in the p;esence of antigen- 
presenting cells. Our findings (5) and those of Babbitt e t  al. (6, 7) 
showed direct binding of these immunodominant peptides to class 
I1 transplantation antigens (present normally oi &e surface of 
antigen-presenting cells); these results suggest that at least one role 
for the class I1 molecule in T cell activation is to hold the peptide in a 
favorable conformation for recognition. In addition, &es; studies 
demonstrated that the absence of binding of a peptide to the class I1 
molecule can be correlated with immune unresponsiveness for 
certain antigen-strain combinations. The binding of an immuno- 
dominant peptide to a class I1 molecule is a necessary, but not 
sufficient, condition to promote immunity. The absence of T cells 
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