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Programmed Gene Rearrangements 
Altering Gene Expression 

Programmed gene rearrangements are used in nature to 
to alter gene copy number (gene amplification and dele- 
tion), to create diversity by reassorting gene segments (as 
in the formation of mammalian immunoglobulin genes), 
or to control the expression of a set of genes that code for 
the same function (such as surface antieens). Two maior 

0 I I 

mechanisms for expression control are DNA inversion 
and DNA transposition. In DNA inversion a DNA seg- 
ment flips around and is rejoined by site-specific recombi- 
nation, disconnecting or connecting a gene to sequences 
required for its expression. In DNA transposition a gene 

moves into an expression site where it displaces its prede- 
cessor by gene conversion. Gene rearrangements altering 
gene expression have mainly been found in some unicellu- 
lar organisms. They allow a fraction of the organisms to 
preadapt to sudden changes in environment, that is, to 
alter properties such as surface antigens in the absence of 
an inducing stimulus. The antigenic variation that helps 
the causative agents of African trypanosomiasis, gonor- 
rhea, and relapsing fever to elude host defense 1s con- 
trolled in this way. 

G ENE ORDER IS A STABLE CHARACTERISTIC OF ALL ORGA- 

nisms analyzed. Each virus, bacterium, plant, and animal 
has a genetic map, shared by all members of the species. If 

the p-globin gene is on chromosome 11 in one representative of 
Homo sapiens, it is likely to be there in all. Genes do move around, 
however. Such DNA rearrangements are of two types, programmed 
and incidental (also called unprogrammed or mutational) (1). The 
incidental rearrangements arise from errors in DNA replication, 
repair, or recombination; from the movement of mobile elements, 
such as transposons; or from the insertion or excision of plasmid 
DNA, viral DNA, or other immigrant DNA. The exact outcome of 
these incidental rearrangements is unpredictable, but most of them 
are deleterious to the individual affected by them. 

In contrast, programmed gene rearrangements are part of the 
normal developmental program of an organism and its progeny. The 
outcome of these rearrangements is largely predictable; the process 
is usually carried out by specific recombination enzymes and is 
developmentally regulated. Such programmed (or developmental) 
rearrangements can be grouped in three categories: (i) amplification 
or deletion of genes; (ii) assembly of genes from gene segments; and 
(iii) DNA rearrangements that alter gene expression. 

This review will mainly deal with the third category, the gene 

- 
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rearrangements that alter the level of expression of genes. As the 
three categories are related in mechanism and rationale and as the 
borders between them are sometimes arbitrary, we shall start with a 
brief discussion of the other two types of programmed gene 
rearrangements. 

Amplification or Deletion of Genes 
Programmed amplification or deletion of genes is widespread in 

nature. Amplification (2) may affect most of the DNA, as in the 
polytenization of chromosomes in insect salivary glands; it may 
affect a substantial fraction of the genome, as in the formation of 
macronuclei in ciliates, or only a small set of genes, as in the 
amplification of the genes for the large ribosomal RNAs (rRNAs) in 
frog eggs. In most rases the rationale of gene amplification seems 
clear (3): polyploidy allows cells to grow to large size; local gene 
amplification allows cells to produce a specific gene product in a 
sh& period of time. 

Al&ough gene amplification leads to the synthesis of more gene 
product, it is usually not associated with a change in the expression 
of the amplified genes. Formally, gene amplification is therefore not 
a gene rearrangement that alters gene expression. 

Programmed deletions (4, 5), like programmed amplifications, 
vary in extent. They may be limited to one gene, as in the assembly 
of immunoglobulin genes, or they may involve the systematic loss of 
X chromosomes or satellite sequences from chromosomes. Whereas 
the role of the smaller deletions is in most cases defined, the 
rationale of the large deletions is often unclear. The loss of X " 
chromosomes may serve to accomplish the same dosage compensa- 
tion achieved by X-chromosome inactivation in other organisms; 
why the loss of satellite DNA sequences should be advantageous is 
not obvious (5). 

The effects of DNA deletions on gene expression vary. Deletion of 
the entire gene itself obviously stops expression; more subtle 
deletions may be used, however, to create functional genes (see 
below). 

Making New Genes: DNA Rearrangements 
in B and T Cells of Mammals 

Rearrangement of immunoglobulin genes in mammalian B cells 
allows a relatively small number of gene segments to be recombined 
so as to generate a large numb& of afferent antigen-binding 
specificities (6). Diversity is created in two ways: first, joining of 
gene segments is imprecise and nucleotides may be added or 
removed at the joint. Second, diversity accrues from combinatory 
joining of any variable (V) to any diversity (D) to any joining (J) 
segment. Similar mechanisms are used in T cells to create diversity in 
the a and p subunits of the T-cell receptor (7). 

Rearrangements of DNA in T and B cells not onlv create diversity " 
but also affect gene expression. VDJ joining activates the promoter 
in front of the V segment by bringing it under the influence of the 
transcri~tional enhancer located between J and C segments. The " 
Cp-enhancer is activated very early in B-cell differentiation, howev- 
er, and directs the transcription of adjacent sequences, giving rise to 
short-lived "sterile" Cp-transcripts prior to VDJ joining (8). Even 
after joining, the main control over the steady-state level of heavy- 
chain messenger RNA (mRNA) is at the posttranscriptional level 
(9). The transcriptional activation of the correct ~ - ~ e n e - ~ r o m o t e r  is 
therefore only a side-effect of the DNA rearrangement and not its 
raison d'Ctre. 

Why do T-cell receptor genes only rearrange in T cells? By means 

Fig.1. Inversion control of gene expression. Panel a demonstrates the 
mutually exclusive expression of two structural genes, A and B, by promoter 
(p) inversion. Panel b illustrates control of expression through gene 
inversion. Wavy lines indicate mRNA transcripts; white and black squares 
denote sequences recognized and cleaved by recombinase enzymes. 

of a functional thymidine kinase gene flanked by D and J segments 
of an unrearranged T-cell receptor gene, Alt and co-workers (10) 
have shown that correct D to J joining can occur after such a 
construct has been transfected into a pre-B-cell line. Rearrangement 
of the endogenous T-cell receptor sequences is not observed. All the 
enzymic machinery required for rearranging T-cell receptor genes 
must therefore be present in pre-B cells, but the endogenous genes 
are not accessible to the recombination enzymes, presumably be- 
cause they are packaged in a more condensed chromatin structure 
(11). 

Although the assembly of genes from gene segments represents a 
powerful mechanism for creating diversity, the immunoglobulin and 
T-cell receptor genes are the only proven examples thus far. A 
possible third example may occur in ciliates. In the massive DNA 
amplification that occurs during the formation of the macronucleus, 
segments are deleted from the amplified DNA (12). Most of these 
deletions are invariant (13), but some are not, creating genetic 
heterogeneity within the progeny of a single clone (14). The 
functional significance of this heterogeneity is not yet known, but as 
there are more than 5000 rearrangement sites in the Te~abymena 
genome, large variations could potentially be created. Mating-type 
differentiation in Tetrahymena might depend on such differential 
DNA rearrangements (15). 

An Overview of DNA Rearrangements 
Altering Gene Expression 

DNA rearrangements altering gene expression can be reversible or 
irreversible. Two basic mechanisms used in the reversible rearrange- 
ments are illustrated in Figs. 1 and 2. 

1) Gene expression is controlled by an invertible DNA segment 
(Fig. 1). There are two versions of this flip-flop control principle as 
follows. (i) Transcription starts in the invertible segment, and the 
genes controlled by this promoter are outside the segment. (ii) 
Transcription starts outside the invertible segment, and the genes 
controlled by the invertible promoter are inside the segment. 

2) Gene expression is activated by the transposition of a copy of 
the silent gene to an expression site, where it can be transcribed (Fig. 
2). In all cases known to us studied thus far, the duplicative 
transposition occurs by a gene conversion, in which a gene in the 
expression site is displaced by the incoming gene copy and de- 
stroyed. This is also referred to as the cassette model (or principle), 
the expression site acting as the head of a tape recorder in which 
gene cassettes can be slotted to be transcribed (16). There are also 
two versions of expression-site control of gene expression. (i) The 
start of transcription is within the transposed gene (Fig. 2a). In the 
silent version of the gene, the transcription start is repressed by 
sequences neighboring the gene. Transposition removes the gene 
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from its neighbors and leads to derepression. (ii) The transposed 
gene does not contain a functional transcription start, but transposi- 
tion places it within an active transcription unit which starts 
upstream of the transposed gene in the expression site (Fig. 2b). 

Inversion control and expression site control differ not only in the 
number of gene sets that can be controlled (two versus many) but 
also in the mechanism and enzymic machinery involved. Inversion 
requires a site-specific recombination, catalyzed by a specific recom- 
binase that is aided by protein factors. Gene conversion may be 
initiated by a site-specific nuclease, but later steps probably use the 
~nzyrnic machinery involved in generalized recombination in the cell. 

A third mechanism for reversibly altering gene expression has 
recently been discovered in Neisseria bacteria. Addition or subtrac- 
tion of sequences to a protein-coding region can break or restore the 
reading frame, resulting in control of gene expression at the 
translational level. Whether this mechanism is used outside Nezsseria 
is not known. 

The irreversible DNA rearrangements altering gene expression are 
diverse. We have already mentioned the rearrangements giving rise 
to functional immunoglobulin and T-cell receptor genes and the 
deletions introduced in some ciliate genes during macronucleus 
formation. A third example is the formation of a functional nitrogen 
fixation operon in the cymobacterium Anabaena by excision of a 
DNA segment (1 7). Finally, precisely regulated gene rearrange- 
ments result from the site-specific insertion of episomes and provi- 
ruses into chromosomal DNA and from the genetic colonization of 
plants by bacteria, such as Apobacterium (18). In none of these 
examples is the evidence strong that alteration of gene expression is 
the main function of the DNA rearrangement. 

Inversion Control of Gene Expression 
Inversion control of gene expression is only found in bacteria and 

bacterial viruses, and even in these microorganisms it affects only a 
few genes (19). The classical example of the inversion of a promoter- 
containing segment (mechanism a in Fig. 1) is provided by the 
phase variation (antigenic variation) of Salmonella (19, 20). Individ- 
ual Sallnonella bacteria can alternate between production of two 
types of flagellar protein, called H 1  and H2. In the (+) phase, the 
gene for H 1  is transcribed together with an adjacent gene that codes 
for a repressor of the gene for H2, located elsewhere in the genome. 
In the (-) state the promoter is inverted, the H 1  gene and the 
repressor for the H 2  gene are not transcribed, and hence H 2  is 
produced. H 1  and H 2  differ in antigenic properties, and, since the 
flagellar protein is the dominant antigen of Salmonella, switching 
improves the chance of survival in a host with an effective irnrnuno- 
logical defense. Switching occurs at low rate, lo-' to per 
bacterial division, and requires a specific recombinase, called Hin. 

A genetic switch in which the genes (or part of them) are inverted 
and the promoter is outside the inverted segment (mechanism b in 
Fig. 1) is found in bacteriophage mu and related phages (21). In this 
case the phage population can alternate the production of two 
different sets of tail fibers, which allows the phage to extend its host 
range (21). 

DNA sequence comparisons have shown that the two forms of 
inversion control are closely related (19, 22). The enzymic machin- 
ery used in inversion has probably been derived from mobile genetic 
elements, as the site-specific recombinases catalyzing inversion are 
about 40% homologous to ulpR, an enzyme required for resolution 
of the cointegrate intermediate in transposon movement (19, 22). 
Inversion is brought about by a homologous recombination be- 
tween two short identical but inverted sequences that flank the 
invertible segment and is stimulated by the presence of an additional 
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Fig. 2. Expression site control of gene expression. Panal a shows mutually 
exclusive expression of structural genes A and B by the cassette mechanism. 
Genes A and B have a functional promoter but are not transcribed because of 
cl-mediated repression (represented by curved arrows). Transposition of 
gene A mediated by gene conversion (dotted arrow) replaces the expressed 
gene copy B' with a copy of the silent gene A to give the expressed gene A'. 
Panel b shows control of expression through promoter addtion. Duplicative 
gene conversion generates a second copy of gene A downstream of an active 
promoter and displaces the previously active gene. 

DNA sequence (20, 21). The inversion reaction has been repro- 
duced in vitro and requires only the recombinase, a protein factor, 
and M ~ * +  (1 9-21 ) . 

Invertible DNA segments are not restricted to prokaryotes. They 
have also have been observed in a circular veast dasmid-(23) and in , L , , 
the linear duplex DNA of herpesviruses. The yeast plasmid encodes 
a site-specific recombinase (24) that shows weak homology to a 
bacterial family of recombinases, exemplified by the integrase that 
helps to insert lambda prophage into the bacterial host genome (25). 
Inversion does not affect gene expression, but allows plasmid 
amplification (26). The function of the invertible DNA segments of 
herpes viral DNA is not known ( 2 3 ,  and the enzyme responsible for 
inversion has not been identified. 

Switching the Mating Type of Yeast 
Homothallic strains of the budding yeast Saccharomyces cerevisiae 

grow as haploid cells of either the b r  a mating type. Cells of 
opposite mating type can fuse to form aia diploids, which in 
response to starvation undergo meiosis to produce four haploid 
spores. The many physiological differences between a and a cells 
and between haploid and diploid yeast cells are determined by the 
DNA sequences present at a single genetic locus, the mating-type 
locus MAT. Haploid but not diploid cells undergo frequent inter- 
conversion of mating type during growth. Switching of mating type 
can occur in precisely determined, pedigree-dependent fashion as 
often as once every cell division (1 6, 28, 29). 

Figure 3 summarizes the organization of mating-type genes on 
chromosome 111 of an a cell. All the information required to encode 
the a phenotype is present within a 2.5-kb region of the MATa 
locus, which gives rise to two divergently transcribed mRNAs, a1 
and a2.  An identical copy of the 2.5 kb of a-specific information is 
present on chromosome I11 at HMLa, but this is not expressed 
because of cis-mediated repression by sequences flanking HML (30). 
Sequences encoding a1 and a2, the gene products encoding the a 
phenotype, reside at the opposite end of chromosome 111 at the 
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HMRa locus. The a 1  and a2  promoters at HMRa are also transcrip- 
tionally inactive as a result of the transcriptional "silencer" sequences 
flanking h!MR (31). 

Switching of yeast mating type is the result of a duplicative gene 
conversion event (compare Fig. 2a), which replaces the ci sequences 
at MAT& with a sequences from HMRa. The a 1  and a2 promoters 
thereby escape the ctr-mediated repression at h!MR and their 
expression at MATa converts the ci yeast cell into an a cell. A key 
observation in understanding the regulation of mating-type inter- 
conversion was the detection of a double-strand DNA break within 
the MAT locus in DNA prepared from haploid cells undergoing 
frequent switching (32). This DNA break maps to the YZ junction 
within the MAT locus and is made by a specific endonuclease that 
recognizes and cleaves a >16-bp sequence near the YZ junction 
(33). Cloned DNAs of HMR, HML, and MAT are cleaved with 
equal efficiency in vitro, but in vivo duplex DNA breaks are seen 
only at MAT. This preferential cleavage at MAT is the result of a 
more open chromatin configuration (34). Inaccessibility of HML 
and HMR chromatin is known to depend on the full expression of 
four different SIR genes (35), but the mechanism of SIR repression 
has not yet been determined. Thus, the unidirectional transfer of 
information from HML or HMR to MAT is the result of the more 
active chromatin configuration of the expressed cassette that makes 
MAT, but not HML or HMR, a substrate for the YZ endonuclease 
in vivo. The double-strand break initiates the elimination of se- 
quences at MAT and their replacement by HML or HMR se- 
quences. This occurs by double-strand gap repair, probably with the 
enzymes involved in generalized recombination (36). 

The evolutionary advantage of mating-type interconversion is that 
it allows a single cell to give rise to progeny that can undergo 
mating, keeping the haploid phase short. Why yeast cells should 
have chosen to use the cassette mechanism to regulate the mutually 
exclusive expression of two sets of genes is not clear. Constant gene 
rearrangements at MAT are bought at a price, aberrant recombina- 
tions of mating-type sequences being generated at high frequency 
(28, 29, 37), even though the endonuclease used in mating-type 
switching is very specific. 

Antigenic Variation in Trypanosomes 
The African trypanosomes, exemplified by Trypanosoma brucei, are 

unicellular protozoa that can multiply for long periods in the 
bloodstream of mammalian hosts. The parasite evades the host 
immune defense by repeatedly changing its surface coat, the only 
parasite structure exposed to host antibodies (38). The switching of 
coat composition has the hallmarks of a gene rearrangement: it 
occurs at low rate to per trypanosome division) in 
laboratory strains, and switching is not detectably influenced by 
external stimuli, such as antibodies (39). 

The surface coat consists mainly of a single protein species, the 
variant-specific surface glycoprotein or VSG (40). A major route for 
VSG gene activation involves the duplicative transposition of a 
silent gene to a telomeric expression site (41), where it is tran- 
scribed, as schematically indicated in Fig. 4a. There are some lo3 
chromosome-internal silent VSG genes detected by hybridization 
(42), which accounts for the enormous coat repertoire of the 
trypanosome (43). As the switching rate is so low, no intermediates 
in switching have been identified. Indirect evidence strongly sug- 
gests, however, that transposition is the result of a gene conversion 
that involves short stretches of homology that vary in length (44). 
Upstream of the VSG gene, these consist of a few imperfect 70-bp 
repeats. Longer stretches of these repeats are present in front of 
most telomeric VSG genes (45). A different homology stretch is 

HO 
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Fig. 3. Schematic representation of the organization of mating-type genes on 
chromosome 111 of a S. cerevisiae a cell (adapted from 31). Different blocks of 
sequence homology between HML,MAT, andHMR are denoted by shaded 
or open (X and Z) boxes. Y a  and Ya are nonhomologous sequence blocks 
containing the a l ,  a2 and a l ,  a2 genes. The position of the double-strand 
DNA break found at MATa is marked by the vertical arrows. Sequences at 
HMRE are essential for the cts-mediated repression of the a1 and a2 
promoters at Ya, HMLE sequences are essential for cis-mediated repression 
of the a1 and a2 promoters at Ya.  The wavy lines indicate mRNAs; as 
pictured, these are exaggerated in length to make them visible. 

present downstream of VSG genes. This homology starts in the 
region that encodes the COOH-terminal region of the mature 
protein and extends beyond the mRNA end. The homology be- 
tween different VSG genes in this area is patchy, one of the longest 
stretches being a 14mer positioned just before the polyadenylated 
tail (44, 46). 

These short recombination areas may be involved in a gene 
conversion process (47) as is suggested by several arguments (46). 
First, the resident gene in the expression site is invariably displaced 
by the incoming gene and lost. Second, the length of the transposed 
segment varies in different transpositions of the same gene. Up- 
stream of the gene, the crossover may occur at different positions in 
different 70-bp repeats (48); downstream of the gene, the crossover 
may occur anywhere in the recombination region (49). Third, the 
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Flg. 4. Four ways in which an inactive VSG gene B can be activated with 
concomitant inactivation of the previously active gene A (46). Inactivated 
promoter sequences are enclosed by parentheses (p). 
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transposed segments containing VSG genes are not flanked by 
(inverted) repeats. Hence, VSG genes seem to transpose by gene 
conversion of other VSG genes and not as mobile elements that can 
insert in new locations. The absence of one of the recombination 
areas in some VSG genes (42, 50, 51) may explain why these genes 
are activated infrequently (51 ) . 

It is unlikely that transposition involves an RNA intermediate, 
because silent VSG genes seem to lack a promoter and are not 
detectably transcribed (46). It is also possible that no specific 
endonuclease is involved, but that VSG gene transposition depends 
on accidental DNA breaks and is catalyzed by the general recombi- 
nation machinery of the cell. Whether such gene rearrangements can 
still be called programmed rearrangements is an interesting question 
that we shall return to below. 

In summary, a major route for the duplicative transposition of 
VSG genes resembles in mechanism the mating-type switch in yeast, 
but fundamental differences also exist, as indicated in Table 1. 
Trypanosomes contain lo3 silent genes, rather than two; transposi- 
tion activates the transposed gene by promoter addition (Fig. 2b) 
rather than by derepression (Fig. 2a); gene conversion is mediated 
by short, imperfectly homologous segments rather than by large 
blocks of perfect homology; the switching rate is to lo-' 
rather than once per cell division; and switching may not involve a 
specific endonuclease. The more detailed analysis of VSG gene- 
switching presented in the next section reveals additional complica- 
tions further accentuating the difference with the mating-type 
switch. 

detectable duplication (53): This can either occur by a reciprocal 
recombination, as indicated in Fig. 4c, or by activation in situ (Fig. 
4d). Only two examples of reciprocal recombination have been 
found (54), and it is probably rare. The frequent nonduplicative 
activation of VSG genes early in infection is therefore usually due to 
activation of a VSG gene in situ. 

How the in situ activation (and inactivation) of VSG genes occurs 
has thus far defied analysis. The problem is that the start of VSG 
gene transcription lies very far upstream of the gene and has only 
recently been reached by chromosome walking (55). What happens 
at the promoter when transcription is activated or inactivated is still 
unknown. A single mobile promoter unit that hops from telomere 
to telomere has been ruled out by the demonstration that two 
different telomeric sites of VSG gene expression may be simulta- 
neously active (56, 57). It is therefore likely that expression sites are 
activated or inactivated independently of each other; some form of 
gene rearrangement might still be involved, for example, insertion of 
active or inactive promoter cassettes by gene conversion. This would 
account for the stochastic, low-frequency character of switching. 
This character can also be explained without invoking gene rear- 
rangements, however (58, 59). 

In summary, expression site control of surface antigens is compli- 
cated because the trypanosome contains multiple telomeric expres- 
sion sites for VSG genes, and these sites can be activated or 
inactivated independently (60). How this occurs and how many sites 
exist remain to be determined. Various investigators have reviewed 
the ins and outs of trypanosome antigenic variation (44, 46, 61). 

The Nonduplicative Activation of VSG Genes Antigenic Variation in Borrelia 
Silent VSG genes that reside at telomeres can be activated in 

several ways, as indicated in Fig. 4. (i) Activation by a duplicative 
transposition (Fig. 4b): This transposition differs from the usual 
transposition of chromosome-internal VSG genes by the size of the 
segment transposed. This segment may start as far as 50 kb upstream 
of the gene and end far downstream of the gene and possibly include 
the whole telomere (44, 52). Hence, the name telomere conversion. 
In occasional transpositions, the DNA segments transferred are 
much smaller than a complete gene (44). Such segmental gene 
conversions further increase the number of different coats that one 
trypanosome and its progeny can produce. (ii) Activation without 

In many respects the eubacterial genus Bowelia resembles the 
African trypanosomes in its behavior. Bmelia hervnsii causes relaps- 
ing fever in humans; it multiplies in the bloodstream; it escapes from 
host antibodies by resorting to antigenic variation; and its antigenic 
variation is controlled by gene rearrangements (62). In Bowelia the 
immunodominant surface protein is called variable major protein 
(VMP), and the progeny of a single organism has been shown to 
give rise to at least 26 different VMPs. The recent analysis of two 
VMP genes demonstrated that these genes are activated by their 
duplicative transposition to an expression site. How duplication 
activates the transposed gene is not yet known, but this is probably 

Table 1. Gene activation by programmed gene rearrangements; modes and mechanisms. 

Gene rearrangement 

System 
Nature 

Size of 

Mechanism homologous 
sequences 

Enzymes 
involved 

Gene activation 
by 

Phase variation in Salmonella 
-- 

Inversion 

Mating-type switch in yeast 

Trypanosome antigenic 
variation 

Immunoglobulin gene formation 
in mammals 

Opacity protein variation 
in Neisseria 

Duplicative 
transposition 

Duplicative 
transposition 

Reciprocal 
recombination 

Deletion/ 
inversion 

Deletiod 
inversion 

Homologous 
recombination 

Gene 
conversion 

Gene 
conversion? 

Homologous 
recombination? 

Homologous 
but imprecise 
recombination 

? 

Short Specific recombinase 
DNA-binding proteins 

Long Specific endonuclease 
standard recombination 
machinery 

Short ? 

Short? ? 

Short Recombinase 
+?  

Short ? 

Promoter 
addition 

Derepression 

Promoter 
addition 

Promoter 
addition 

Enhancer 
addition 

Restoring 
reading frame 
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by promoter addition rather than derepression, as the expressed 
gene copies are also transcribed after cloning in Escbericbia coli, 
whereas the silent copies are not. The mechanism of the transposi- 
tion remains to be clarified. Plasterk et al. (63) favor a reciprocal 
recombination between silent VMP gene and expression site with 
subsequent loss of the displaced old expressed copy. In our opinion 
the published evidence does not exclude gene conversion (47), 
however, and this would seem the simpler mechanism. 

An interesting feature of VMP genes is their location on relatively 
small (30-kb) linear plasmids (62, 63), which is analogous to the 
location of VSG genes in trypanosomes on abundant minichromo- 
somes (64,65). Whether the similarity is spurious or has a hnctional 
basis, for example, ease of transposition, remains to be seen. 

Antigenic Variation in Neksevia 
Neisseriagonowboeae, the causative agent of gonorrhea, provides 

the third example of antigenic variation controlled by transposition 
of genes to an expression site. The irnmunodominant antigen in this 
case is pilin, the protein subunit of the long hairlike protein 
appendages (pili) on the surface ofNeisseria (66). The bacterium can 
vary the antigenic composition of these pili, but it can also switch off 
pilin synthesis altogether, resulting in a pilus minus (P-) phenotype 
(67, 68). Switching between P+ and P- occurs frequently and is 
known as phase variation. 

Several important molecular details of antigenic and phase varia- 
tion remain to be filled in. To simplify the discussion, we present 
some of the major facts in a speculative scheme in Fig. 5. Compari- 
son of the pilins produced by different antigenic variants ofNeisseria 
has established (69, 70) that the protein can be divided in three 
segments, each taking up about one-third of the protein, a constant 
NH2-terminal segment, a semivariable segment, and a hypervariable 
COOH-terminal segment. There are seven clusters of silent pilin 
genes in N. gonowboeae, strain M S l l  (67). Sequence analysis of 
cluster pi1 S1 has shown that it contains six different genes and that 
these genes are incomplete because they lack part of the NH2- 
terminal sequences of pilin (70). All genes but one lose homology 
with the gene in the expression site at the COOH-terminus (see Fig. 
5). It is likely that the silent genes present in the other clusters are 
also truncated at their 5' end, because a probe for the DNA 
sequence that codes for the signal peptide of the pilin precursor only 
hybridizes to restriction fragments containing the expression site 
(67). These data explain why the NH2-terminal part of all pilin 
variants is identical: this sequence is present in its entirety only in the 
expression site. 

How silent genes move into the expression site is not yet known 
in detail. In two cases, movement has been shown to occur by a 
duplicative transposition of a silent gene to the expression site (67, 
68), and gene conversion seems the most plausible mechanism for 
this. The necessary homology between the silent genes and the gene 
in the expression site may be provided by the DNA sequence that 
codes for the constant part of the protein, part of which is present in 
some silent genes, and by conserved segments of DNA sequence 
scattered through the semivariable and hypervariable regions (69, 
70). Other conserved repeats are present between some silent genes 
and downstream of silent genes and of the gene in the expression site 
(70). 

Recent results suggest that the phase variation from P+ to P- can 
be due to transfer of a nonfunctional silent pilin gene into the 
expression site (68, 69); whether this can account for all cases of 
phase variation, some of which involve deletions in the expression 
site (67-69), is still unclear. 

The pili are not the only surface components of Neisseria bacteria 

mRNA S x  

mRNA S 2  m S x  destroyed? 

Flg. 5. Switching of pilin gene expression in Neisseria. This simplified and 
speculative scheme incorporates data from (66-69). E(S,) denotes the pilin 
gene expression site; S ,  to S ,  represent silent copies of pilin genes that can be 
transposed to the expression site (dotted arrow). The white, hatched, and 
black blocks represent the constant, variable, and hypervariable segments of 
pilin genes, respectively. A complication omitted from this figure is that the 
N. gonorvhoeae strain most intensively analyzed at the DNA level contains 
two identical expression sites, whereas other strains have only one. 

that can be varied. The opacity protein (protein 11) is a second major 
surface protein that undergoes antigenic and phase variation. Neis- 
seria contains many genes for the opacity protein, but in contrast to 
the pilin genes these opa genes are not truncated, and the expression 
of these genes is controlled at the translational level and not at 
transcriptional initiation (71). A mechanism for this translational 
control has recently been suggested by Stern et al. (71). They have 
found that the leader peptide sequence of the opacity protein 
mRNAs contains a series of adjacent CTCTT pentamers, varying 
between 7 and 28 units in different genes. Addition or removal of 
one or two pentamers will throw translation out of frame and 
prevent synthesis of the corresponding protein. Variation in pen- 
tamer number should be readily accomplished by gene conversion, 
nonhomologous recombination, or errors in replication (71). Al- 
though it seems wasteful to control such a large gene family at the 
translational level, it is certainly a novel variation on the theme of 
programmed gene rearrangements. 

Although the antigenic changes in pilin and opacity protein help 
the gonococcus to escape host immune defense, these changes also 
affect other complex parasite-host interactions, such as gonococcal 
colonization of mucosal surfaces and invasion of epithelial cells (72). 
In this respect antigenic variation in Neisseria differs from that in 
trypanosomes and Bowelia. 

Segmental Gene Conversion in 
Chicken Immunoglobulin Genes 

Gene transpositions need not involve complete genes. For anti- 
genic variation to be effective, only part of the surface antigen that is 
exposed to antibody need be replaced. Indeed, DNA inversion in 
phage mu only affects a segment of the tail fiber genes, gene 
replacement is only partial in Neisseria pilin variation, and segmental 
gene conversion has also been observed in trypanosome antigen 
genes. The most exuberant application of this principle, however, is 
found in the generation of the somatic genes for chicken imurnno- 
globulins. 

Recent work by Reynaud and co-workers (73) has demonstrated 
that chickens follow a route to immunological diversity that differs 
radically from that found in mammals. There is only a single V, J, 
and C segment for the light chain of the immunoglobulin in 
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chickens, and these segments are joined in a precise way. Diversity in 
these primordial light chain genes is created solely by somatic 
mutation brought about by multiple rounds of segmental gene 
conversion in which the segments are derived from a large family of 
pseudo-V genes. Diversity of the genes for heavy chains is probably 
created in an analogous fashion. 

It is clear from these recent results that immunological diversity in 
chicken B cells and antigenic diversity in some of the parasites 
discussed are created by the same mechanism. In both cases a gene 
residing in an expression site is altered by gene conversion. The 
functional consequences differ, of course. In B cells, the result is 
maximal population diversity of terminally differentiated cells; in the 
parasites, population diversity is kept to a minimum and each cell 
remains in principle capable of expressing the entire repertoire of 
silent genes. Irreversible segmental gene conversions between silent 
genes may, however, contribute to repertoire diversification in the 
parasites as well (44, 70). 

Gene Activation by Programmed 
Rearrangement: A Comparison of 
Modes and Mechanisms 

Table 1 illustrates the remarkable diversity of the main systems 
analyzed thus far. Genes may be activated by inversion, deletion, 
reciprocal recombination, or duplicative transposition. Activation is 
usually the result of the linkage of the rearranged gene to an element 
that activates transcription, a promoter or enhancer. The exception 
is the yeast mating-type switch, in which the transposed gene is 
activated by the removal of its promoter from repressing neighbor 
sequences. The mating-type switch is also exceptional in the switch- 
ing frequency: once per cell cycle, against and lower for all 
other systems studied. 

In several cases the DNA sequences and the enzymic machinery 
involved in the gene rearrangement have been characterized. The 
inversion of bacterial DNA segments requires a short sequence 
flanking the invertible segment. This is recognized by a sequence- 
specific recombinase, aided by additional DNA-binding proteins. A 
sequence-specific recombinase is also responsible for the irreversible 
gene rearrangements that create functional genes for immunoglob- 
ulins and T-cell receptors. Probably the same enzyme system 
rearranges both sets of genes. The differentiation state of the cell 
determines which gene set is accessible to the enzyme or enzymes. 
Chromatin configuration is probably an essential determinant of 
accessibility; transcription uncovers the DNA for enzymic cleavage. 
DNA accessibility also plays an important role in the mating-type 
switch in yeast. This is initiated by a duplex cut in the MAT locus, 
which acts as the expression site for mating-type information, but 
the DNA sequence recognized by the specific endonuclease is also 
present at the silent loci that are not cut. Chromatin structure is 
therefore an important element in the decision about which gene 
will be rearranged, and it may codetermine the direction of gene 
transposition. 

The five examples presented in Table 1 cover the whole range of 
known mechanisms in gene activation by gene rearrangement. All 
examples of inversion control resemble phase variation in Salmonella 
in mechanism. Antigenic variation in Bowelia and pilus variation in 
Neisseria resemble the duplicative transposition mode of antigenic 
variation in trypanosomes. The rearrangement of T-cell receptor 
genes is identical to that of immunoglobulin genes. A novel 
mechanism was recently discovered for the control of the opacity 
genes of Neisseria: insertions or deletions controlling the translation- 
al reading frame. Whether this mechanism is used elsewhere in 
nature remains to be seen. 

Why Control Gene Expression by DNA 
Rearrangement ? 

DNA rearrangements are not necessary for the regulation of gene 
expression; the vast majority of the prokaryotic and eukaryotic genes 
analyzed are tightly regulated without moving a base pair in DNA. 
Programmed DNA rearrangements also have obvious disadvan- 
tages. No DNA recombination system is error-free, and the errors 
may destroy essential cellular functions or activate oncogenes (74). 
So why control gene expression by DNA rearrangements? 

The answer to this question must lie in the common features 
shared by most of these programmed DNA rearrangements: they 
are uninduced; they are often reversible; they may occur at very low 
rates; and they allow a cell to express only one of a set of genes at a 
time (intergenic exclusion). The first three points seem most 
important, because it must be difficult for a unicellular organism to 
program infrequent, uninduced, reversible switches merely by re- 
pressor or activator mechanisms. In contrast, gene rearrangements 
are well suited for that purpose. They are catalyzed by constitutive 
enzymes and therefore do not require induction; they can be made 
reversible by site-specific recombination (inversion control) or by 
the generation of extra, disposable, gene copies (expression site 
control); and the levels of the enzymes involved can easily be set for 
infrequent events, as exemplified by transposon movement (75). 

Other features of gene activation by DNA rearrangements seem 
less universal. Intergenic exclusion is obviously important in the 
synthesis of surface antigens, where tight control of individual genes 
is essential to avoid a patchwork surface coat. However, several 
systems discussed in this article do not use this feature at optimal 
advantage. Trypanosomes have at least two and probably several 
expression sites for surface antigen genes, and these sites can be 
active at the same time. In the yeast mating-type system the silent 
alleles are kept silent by repression, and this repression can be lost by 
mutations in any of four unlinked genes. Even the simple phase 
variation in Salmonella makes no optimal use of gene rearrangements 
for intergenic exclusion, because one of the two genes for flagellar 
proteins is controlled not directly by gene rearrangements but 
indirectly via a repressor. Obviously repressor control is tight 
enough to avoid patchwork flagellae. 

In many cases then, activity of genes seems to be controlled by 
gene rearrangement, whenever it is advantageous to preadapt a small 
fraction of the population to sudden changes or to opportunities in 
the environment that come too fast for adequate reaction to them. 
This explains why most known examples of gene control by gene 
rearrangements regulate the interaction of an organism with its 
environment (18, 19): surface antigens, host range, and adhesion. It 
is conceivable that other properties, such as preadaptation to major 
changes in nutrient supply, might be controlled in this way. 
Starvation is not immediately lethal, however, and new food is 
usually not a temporary opportunity. It might therefore be more 
fruitful for the organism to elaborate an adaptive rather than a 
preadaptive response. 

The Borderline Between Incidental and 
Programmed Gene Rearrangements 

At first sight there is fundamental difference between incidental 
mutations and the programmed gene rearrangements discussed in 
this article. Mutational rearrangements are rare and usually deleteri- 
ous. They often involve short stretches of accidental sequence 
homology (76) or no homology at all (77). They are the conse- 
quence of DNA damage or by-products of normal reactions in DNA 
recombination, repair, winding, or unwinding. In contrast, pro- 
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grammed gene rearrangements are an essential part of normal 
development, always involve sequence homology, and often require 
specific recombinases or nucleases. They may be as frequent as 
once per cell cycle. Although these are clear and profound differ- 
ences, the borderline between programmed and incidental rear- 
rangements is not always so obvious. We discuss three examples 
here, trypanosomes, major histocompatibility complex (MHC), and 
maize. 

The rate at which African trypanosomes change coat is only 
to per cell division (39). As we discussed in a previous section, 
the coat change usually involves the transfer of a silent coat gene to a 
telomeric expression site on another chromosome by gene conver- 
sion (43 ,  and we have questioned whether such low rates of gene 
conversion could not result from accidental recombination events. 
We know of no data for accidental gene conversion of the average T. 
brucei gene, but in the yeast Saccharomyces, a simple eukaryote like T. 
brucei (78), spontaneous mitotic gene conversion occurs at rates 
varying between 2.5 x lo-' and per cell division (36, 79). It is 
also instructive that the mating type switches at a rate of in 
yeast strains (29) that are unable to make the specific endonuclease 
that cuts theMAT locus (see Fig. 3).  One could therefore argue that 
trypanosomal gene rearrangements that occur at a rate of are 
not programmed in the sense that they require specific enzymes. 
They could result from the background noise of accidental gene 
conversion. The program element might be restricted to the avail- 
ability of a sufficient repertoire of silent surface coat genes and a few 
expression sites in which these genes can be expressed. 

Viewed in this admittedly speculative light, the programmed 
switching of trypanosome coats has more elements in common with 
the diversity of the mammalian MHC than might appear at first 
sight. The MHC codes for a set of surface molecules that show 
marked polymorphism (80). Biologically significant differences be- 
tween polymorphic alleles may arise by replacement of small gene 
segments by gene conversion (81). The mutation rate of functional 
MHC genes is 4 x lo-' per locus per gamete. Even if only one- 
tenth of these mutations would result from gene conversions, the 
rate of replacements would be equivalent to that in trypanosomes. 
As with trypanosomes, selection at the population level probably 
drives the diversification of the MHC gene repertoire; host antibod- 
ies select in the case of trypanosomes; and selection in mammals is 
driven by pathogens. The programmed aspect of the gene conver- 
sions in the MHC would be the presence of a large repertoire of 
MHC genes and, possibly, hot spots for the initiation of gene 
conversion (82). 

It should be obvious, however, that it would not be useful to 
include MHC polymorphisms among the programmed gene rear- 
rangements. Whereas one trypanosome can switch from among a 
large number of individual coat genes, the diversity of the MHC is 
based on allelism, and any mouse is stuck with the alleles it has. In 
our definition, programmed gene rearrangements benefit an orga- 
nism and its direct descendants and the intraspecies heterogeneity of 
the MHC does not fall under this definition. 

Programmin for Change: Mobile 
Elements in kaize 

The third example discussed here to illustrate the borderline 
between programmed and mutational gene rearrangements comes 
from work with higher plants. The transposable elements discovered 
by McClintock in plants can affect adjacent genes in a developmen- 
tally controlled fashion, but, in addition, their movement can be 
under developmental control (83). Since one complete element can 
influence the behavior of many incomplete elements in the same cell, 
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the overall effect of these mobile elements on plant development can 
be impressive. It is therefore not surprising that McClintock initially 
thought that normal plant development might be controlled by 
these elements even though she had considered the possibility that 
these elements were "foreign genetic systems, such as viruses or 
episomes of some type, that had become incorporated into the maize 
genome" (84, p. 163). The interpretation that McClintock's plant- 
controlling elements would be an essential component of normal 
plant development has never been popular, and it has been dispro- 
ven by molecular studies (85) showing that these elements have 
properties similar to those of mobile elements in bacteria or fungi 
(85). Nevertheless, these elements have three striking properties that 
make them suitable for playing an important role in restructuring 
the plant genome under conditions of environmental stress (86,87). 
First, transposition is induced by stress, such as chromosome breaks 
(88) or virus infection (89). The mechanism of this induction is 
unknown. but the   hen omen on is reminiscent of the excision of 
phage DNA from the genome of their host as part of the reaction to 
the bacterial distress call in response to stress. Second, movement of 
the element leaves a footprint, because excision is not precise (85, 
90). Third, the genetic activity of the element can be suppressed 
within a few plant generations by DNA modification (91). It is 
difficult to believe that these properties are accidental idiosyncrasies 
of parasitic elements. ~ a t h k r  it seems likely that evolutionary 
selection of these elements has allowed rapid genomic change to 
create a diversity of new genotypes that have permitted the species 
to survive in changing external conditions (86, 88). 

In a similar vein, it has been argued that most mobile genetic 
elements are well-adapted symbionts of the genome in which they 
reside, the increased evolutionary flexibility that these mutator genes 
provide to their host offsetting the deleterious mutations incurred 
by their infrequent movements. Even though strict control of 
movement (75, 92) and target sequence specificity (93) may limit 
the damage inflicted by mobile elements, the effects of transposition 
on the host and its progeny are too uncertain to include such 
movements among the programmed gene rearrangements. 

Prospects 
For a long period, the interest in programmed gene rearrange- 

ments controlling gene expression was fueled by speculations that 
early development in animals and plants might be steered by 
rearrangements. The totipotency of somatic plant cells and at least 
some animal nuclei has dampened the enthusiasm for such ideas 
(94), although they are by no means forgotten (95). Indeed, 
expression site control is reversible, and its use in development 
would not necessarily violate totipotency. From what we know 
now, however, it seems likely that the major applications for 
programmed gene rearrangements in multicellular organisms have 
been found and that less hazardous methods are used to control 
early development. This does not detract from the importance of 
further delineating the role of gene rearrangements in the complex 
life of simple organisms and in the construction of antibodies and T- 
cell receptors. 

Another motive for the study of programmed gene rearrangement 
stems from the use of this device by pathogens to vary surface 
antigens and evade the immune defense of humans. Precise informa- 
tion of the switching process might reveal a serious weakness that 
might be exploited in killing African trypanosomes or gonococci. It 
is still uncertain how many pathogens use gene rearrangements to 
vary their surface antigens, but the few cases known now are not 
likely to be the only ones. Potential candidates are the gene 
rearrangements of unknown function observed in the protozoan 
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parasite Babesia bovis (96) and the remarkable phenotypic variability 
in the pathogenic yeast Candida albicans, which can switch among at 
least seven phenotypes with a combined frequency of per 
division (97). The study of programmed gene rearrangements will 
continue to alert biologists to the inherent flexibility of genomes and 
to the importance of incidental, mutational rearrangement for 
disrupting and reshaping genomes. Such alterations can lead to 
inherited disease (98), cancer (99), or resistance to carcinostatic 
drugs (100). 

Finally, the area between programmed and incidental gene rear- 
rangements remains a major challenge. Few experiments have been 
done to study the advantages and disadvantages of mobile elements 
in a genome (101) and the interesting speculations about the 
possible advantages of mobile promoters (102) deserve critical 
testing. Although we may not find "entirely new mechanisms for 
cellular differentiation in both development and evolution" (103, p. 
xvi), there is certainly still a lot to do. 
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