
to the quality as well as the quantity of 
mtDNA or RNA sequences. In that way, 
the nuclear genome could "sense" the 
amount or kind of mtDNA in the cell. 

Whether different p- mtDNA's, such as 
those containing the genes for the large or 
small rRNA's, both of which can be tran- 
scribed and correctly processed in petites, 
can affect expression of genes encoding 
mitochondrial ribosomal proteins or other 
nuclear-encoded mitochondrial translation 
factors remains to be determined. Many 
similar questions can also be asked concern- 
ing other sequences along the yeast mito- 
chondrial genome. 
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Human Neuroelectric Patterns Predict 
Performance Accuracy 

In seven right-handed adults, the brain electrical patterns before accurate performance 
differed from the patterns before inaccurate performance. Activity overlying the left 
frontal cortex and the motor and parietal cortices contralateral to the performing hand 
preceded accurate left- or right-hand performance. Additional strong activity overlying 
midline motor and premotor cortices preceded left-hand performance. These measure- 
ments suggest that brief s atially distributed neural activity patterns, or "preparatory '. p sets,)' in distinct cognitwe, somesthetic-motor, and integrative motor areas of the 
human brain may be essential precursors of accurate visuomotor performance. 

P REPARATORY SET POR HUMAN VI- 

suomotor performance, defined as a 
state of readiness to receive a stimulus 

or make a response ( I ) ,  has been studied by 
a variety of disciplines. Temporal properties 
of preparatory sets have been measured in 
information-processing studies, but such 
studies have not focused on the underlying 
neural systems (2). Spatial properties of 
preparatory sets measured in cerebral blood 
flow studies have revealed increased meta- 
bolic activity for sensory-specific focus of 
attention in superior prefrontal, midfrontal, 
and anterior parietal cortices (3). These 
studies have been limited, however, by the 
temporal resolution (1 minute or longer) of 
blood flow measurement techniques. Clini- 
cal neuropsychological studies have demon- 
strated that behaviors requiring preparatory 
sets (4) rely on intact lateral frontal regions 
(5), but variability in size and location of 
lesions has limited the spatial specificity of 
such studies in localizing normal function. 
And although scalp-recorded brain electrical 
and magnetic recordings provide both spa- 
tial and temporal information on neural 
activity underlying preparatory sets, studies 
of the contingent negative variation (CNV), 
an event-related brain potential component 
thought to be related to preparatory set, 
have often yielded controversial or arnbigu- 
ous results (61. 

measured the rapidly changing spatial pat- 
terns of mass neuroelectric activity associat- 
ed with preparation and execution of precise 
right- and left-hand finger pressures in re- 
sponse to visual numeric stimuli. We found 
differences occurring during the prestimulus 
period between patterns associated with 
subsequently accurate and inaccurate per- 
formance. These group differences allowed 
discrimination o f  subseauent oerformance 
accuracy for both hands of individual sub- 
jects. Thus, a spatially specific, multicom- 
ponent neural preparatory set, composed of 
an invariant left frontal component and 
hand-specific central and parietal compo- 
nents, may be essential for accurate perform- 
ance of certain types of difficult visuomotor 
tasks. 

Seven healthy, right-handed male adults 
were recruited. from the communitv and 
paid for their participation. They were re- 
quired to exert rapid, precisely graded pres- 
sures (forces from 0.1 to 0.9 kg) followed by 
immediate release, with right- and left-hand 
index fingers in response to visual numeric 
stimuli (numbers 1 to 9). The stimulus was 
presented randomly on successive trials 1 
second after a cue (the letter V lasting 0.3 
second) that was slanted at a 30" angle to the 
right or left to indicate the required re- 
sponse hand (7). In "respond" trials, the 

\ ,  
Recording from 26 and using EEG Systems Laboratory, 1855 Folsom Street, San 

several signal-enhancing procedures, we Francisco, CA 94103. 



stimulus was slanted in the same direction as 
the cue, and the subject was to respond 
quickly with finger pressure of the indicated 
hand, with a force corresponding to the 
stimulus number on a linear scale from 1 to 
9. In a random 20% of the trials, the 
stimulus was slanted opposite to the cue and 
the subject was to make no response. These 
miscued "catch" trials ensured that subjects 
attended to the cues and stimuli. To help 
subjects calibrate their responses, the prei- 
sure produced was displayed 1 second after 
completion of each response (8). 

Brain potentials from 26 scalp electrodes 
(9), vertical and horizontal eye movement 
potentials, and flexor digitori muscle poten- 
tials were recorded onto magnetic tape at 
128 Hz from 0.75 second before the cue to 
1 second after feedback (10). The Laplacian 
operator, a spatial pattern enhancement 
technique, was applied to the brain poten- 
tials at every time point to reduce the blur 
distortion that results as potentials are trans- 
mitted fiom the brain to the scalp (11). Two 
independent raters edited the data for arti- 
facts by visual inspection of brain, eye move- 
ment, and muscle potential polygraph chan- 
nels. Trials with artifacts due to eve move- 
ment, head or electrode movement, or scalp 
muscle contamination were eliminated, as 
were trials with slow, bimodal, or delayed 
responses, or with flexor digitorum activity 
between the cue and the stimulus. 

The remaining trials (60%) were then 
sorted for response accuracy, and the two 
sets of trials were balanced according to a 
number of criteria to avoid confounding 
performance variations due to transitory and 
longer lasting changes in arousal and learn- 
ing with inaccuracy per se. Accurate and 
inaccurate data sets consisted of trials in 
which the error (deviation fiom required 
pressure) for each subject was, respectively, 
less and greater than his mean error over all 
remaining trials (12). Mean reaction time, 
averaged across all subjects, was consistent 
among hand and accuracy conditions (610 
to 618 msec). 

To quantitate the electrical activity of the 
brain, we measured the covariance (similar- 
ity of wave shape) between differentpairs of 
electrodes over brief segments (187 or 375 
msec) of event-related (cue, stimulus, re- 
sponse, feedback) waveforms averaged fiom 
the seven subjects (13-15). Covariances be- 
tween each of the 120 combinations of the 
16 Laplacian-transformed channels were 
comvuied from enhanced (16) and filtered 

\ ,  

average waveforms. We determined the co- 
variance for each electrode pair by comput- 
ing the cross-covariance function between 
their waveform segments, with the lag time 
for one channel with respect to the other 
varying fiom 0 to 125 msec. The value of 
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Flg. 1. Most s i e c a n t ,  between-channel covariance patterns (colored lines), looking down at the top 
of the head, from the wave at the peak of the response superimposed on colored maps of that wave's 
amplitude. The motor-related wave was measured during a 187-msec interval centered on the peak of 
left-hand and right-hand index finger pressures fiom seven right-handed men (19). The thickness of a 
covariance line is proportional to the negative logarithm of its significance (from 0.05 to 0.00005) (17). 
A violet line indicates a positive covariance (motor-related waves with the same polarity), and a blue line 
indicates a negative covariance (motor-related waves with opposite polarities). The color scale at the 
Idt, representing wave amplitude, covers the range from the minimum to maximum values of the two 
maps. All covariances refer to the site overlying supplementary and premotor cortices. There is a strong 
lateralization of frontal, central, and antero- arietal covariances over the hemisphere contralateral to the 
responding hand, a result consistent with t f ~  lateralization of the amplitude maps. 

covariance was the maximum absolute value 
of that function. For the wave at the peak of 
the response, covariances were analyzed to 
determine whether they were significantly 
different from noise values (17, 18); we 
could then compare the levels of signhcance 
of each electrode pair under different experi- 
mental conditions. 

To validate the analysis in a known case, 
this procedure was applied to waveforms 
time-registered to the onset of the finger 
pressure response. The most significant left- 
and right-hand covariances occurred be- 
tween e l d e s  overlying cortical regions 
involved in motor execution (Fig. 1) (19). 
These patterns of covariance presented 
much more spatially discrete information 
than their corresponding amplitude maps 
(20). In the 187-msec interval centered on 
the peak of the response (62 msec after 
response onset), right- and left-hand covari- 
ance patterns were nearly mirror images. In 
both patterns all covariances involved the 
midline antero-central site overlying the pre- 
motor and supplementary motor cortices. 
Covariances between this site and the left 
frontal, antero-central, central, and antero- 
parietal sites for right-hand responses, and 
between corresponding right-hemisphere 

sites (except right antero-central) for the left 
hand, were all consistent with known mo- 
tor-related cortical areas. 

The procedure was then applied to the 
cue-to-stimulus period to study preparatory 
sets (21 ) . Statistical comparison of the C W  
amplitudes (Fig. 2 )  during an interval 500 
to 875 msec after the cue did not reveal 
signhcant differences between accurate and 
inaccurate conditions (22). During this 
same period, however, well-defined be- 
tween-channel covariance patterns related to 
subsequent accuracy were discovered. They 
first appeared in the interval centered 500 
msec after the cue and became well differen- 
tiated between accurate and inaccurate con- 
ditions in the 500- to 875-msec interval 
(centered 313 msec before stimulus onset) 
spanning the late component of the C W .  
The lack of musde potential and eye move- 
ment s i d s  in th&e intervals confirmed " 
that these patterns were neural in origin 
(Fig. 3). 

Covariance patterns during the period 
between the cue and the stimulus (Fig. 4) 
were distinct from those related to overt 
finger responses. During the interval fiom 
500 to 875 msec after the cue onset. covari- 
ance patterns associated with subsequently 
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Flg. 2. Amplitudes of the CNV computed during the cue-to-stimulus period. Amplitudes between low- 
pass filtered (below 3 Hz), event-related Laplacian waveforms, averaged from seven subjects, are not 
significantly different for the comparison of (A) left-accurate (252 to 274 trials) with (B) left-inaccurate 
(254 to 284 trials) conditions, or (C) right-accurate (291 to 309 trials) with (D) right-inaccurate (282 
to 304 trials) conditions. 

(593 Trials) 
Time (sec) 

' (535-575 Right trials, 469-515 left trials) 

- "- 
10 

8 Fig. 3. (A) Averaged, unfiltered venical 
and horizontal eye-movement signals dur- m - 

U) 5 ing the cue-to-stimulus period for right- o and left-hand trials from the seven sub- 
jects. (B) Averaged muscle potential sig- 

o nals from right flexor digitori during the 
cue-to-stimulus period (arbitrary units). 

-5 (C) Muscle potentials during oven move- 
ments were many times larger. (Averaged 
muscle potential signals from left flexor 

-1 o digitori showed the same relation.) Since 
there is no evidence of eye or muscle 

-I 5 movements during either right- or left- 
-1 -0.75 -0.5 -0.25 0 0.25 0.5 hand preparation, the covariance patterns 

(997 Trials) Time (sec) in Fig. 4 are not due to overt movements. 

left himisphere sites, partic- 
ularly left frontal, central, parietal, and an- 
tero-parietal sites (23).  All 24 significant 
covariances involved sites on the left side, 
and 18 (75%) of these were exclusively on 
the left side. The covariance pattern preced- 
ing subsequently accurate -left-hand per- 
formance for this interval involved predomi- 
nantly right-hemisphere sites. Of 18 signifi- 
cant covariances in this pattern, 13 (72%) 
involved right hemispheric sites. The right- 
sided central, parietal, and antero-parietal 
sites were most prominent, compared with 
corresponding p;ominent contraiateral sites 
for the right-hand accurate pattern. The left 
frontal site was prominent before both left- 
and right-hand-performance. The midline 
central and antero-central sites were promi- 
nent in the left-hand pattern but were not 
among the most prominent in the right- 
hand pattern. 

Only two significant covariances were re- 
lated to subsequently inaccurate right-hand 
performance in this interval, namely, left 
parietal with left frontal and antero-parietal 
with left frontal. In contrast, the subse- 
quently inaccurate covariance pattern for the 
kft hand was more bilateral'and com~lex 
than the subsequently accurate pattern. The 
patterns for the two accuracy conditions 
hiffered both in scale and ~ a t t e i n  for the left 
hand, but only in scale for the right hand 
(24). Unlike the between-channel covari- 
ance patterns, the CNV amplitude maps 
were highly similar for both accuracy condi- 
tions and hands and were not useful in 
determining what areas would covary. 

~ h r o u ~ h t h e  use of statistical clas- 
sification procedures, covariances shown in 
Fig. 4 were considered possible variables to 
distinguish subsequent performance accura- 
cy. The trials of each of the seven subjects 
were classified by equations developed on 
the trials of the other six subjects (25). The 
overall discrimination of subsequently accu- 
rate from subsequently inaccurate trials was 
59% (P < 0.01) for right-hand and 57% 
(P < 0.01) for left-hand performance. Dis- 
crimination of subsequent right-hand per- 
formance accuracy was above 57% for six 
subiects but was 50% for the seventh. For 
left-hand performance, discrimination for 
three subjects ranged from 56% to 67%, 
and was 53% or below for four subjects 
(who had fewer trials overall). Average clas- 
sification of each fifth of the trials from the 
four subiects with lowest left-hand discrimi- 
nation, calculated from equations developed 
from the other four-fifths, was 61% 
(P < 0.001). This suggests that the four 
subjects had similar covariance patterns be- 
fore left-hand performance, which differed 
from those of the other three subjects. The 
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Flg. 4. View of the significant (P < 0.05) be- 
tween-channel CNV covariance patterns, looking 
down at the top of the head, superimposed on 
maps of CNV amplitude. Measurements are from 
an interval 500 to 875 msec after the cue for 
subsequently accurate and inaccurate left-hand 
(top) and right-hand (bottom) visuomotor task 
performance by seven right-handed men. The 
thickness of a covariance line is proportional to 
the negative logarithm of its sipficance (from 
0.05 to 0.001). A violet line indicates the covari- 
ance is positive, while a blue line is negative. 
Covariances involving left frontal and appropri- 
ately contralateral central and parietal elecuode 
sites are prominent in patterns for subsequently 
accurate performance of both hands. The magni- 
tude andiumber of covariances are greater G o r e  
subseauentlv inaccurate left-hand ~erfomance bv 
these &#-handed subjects and &e more wide6 
dismbuted than the left-hand accurate pattern. 
For the right hand, fewer and weaker covariances 
characterize subsequently inaccurate perfonnance. 
The amplitude maps are similar for the four 
conditions and do not indicate any of the s p d c  
differences evident in the covariance patterns. 

greater uniformity for right- over left-hand 
discrimination suggests that there are similar 
covariance patterns among the strongly 
right-handed subjects preceding accurate 
and inaccurate right-hand performance, and 
a divergence of patterns preceding left-hand 
performance. Although there were differ- 
ences in discriminative Dower between indi- 
viduals, overall the group preparation pat- 
terns were effective in deciding an individ- 
ual's subsequent performance accuracy. For 
the one subject with the most trials, an 
average 'classification of 68% (P < 0.001) 
for subsequent right-hand and 62% 
(P < 0.01) for subsequent left-hand per- 
formance was achieved by testing a separate 
equation on each fifth of his trials, formed 
from the other four-fifths. 

Although the origin of these event-relat- 
ed, between-channel covariance patterns of 
preparatory sets is unknown (26), our re- 
sults suggest that preparation for accurate 
performance in a visuomotor task involves 
several brain components (27): a cognitive 
component manifested by invariant activity 
at the left frontal covariance site, a hand- 
specific somesthetic-motor component man- 
ifested by the contralateral central and pari- 
etal sites, and an integrative motor compo- 
nent manifested by activity at the midline 
central and antero-central sites. The last 
component was strong in the pattern pre- 
ceding accurate left-hand performance and 
weaker in the pattern preceding accurate 
right-hand performance. For both hands, 
preparatory covariance patterns were differ- 
ent from those accompanying actual re- 
sponse execution. Covariance patterns pre- 
ceding inaccurate performance by each hand 
differed markedly. The relative lack of signif- 
icant covariances preceding inaccurate right- 
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hand performance may be interpreted as 
evidence for a weakened preparatory set. By 
contrast, the complex, anatomically diffuse 
but strong patterns in the left-hand condi- 
tion suggest that inaccurate performance by 
the nondominant hand of strongly right- 
handed subjects may result from erroneous, 
possibly confounded, preparatory sets. 

Our evidence for distributed, coordinated 
preparatory components of human visuo- 
motor performance is consistent with earlier 
studies of this behavior. The involvement of 
the left frontal site is consistent with evi- 
dence that preparatory sets in humans are 
synthesized and integrated in left dorsolater- 
al prefrontal cortices (4, 5). The finding of 

an appropriately lateralized parieto-central 
somesthetic-motor component is consistent 
with data that show neuronal firing patterns 
before motor responses in the motof,cortex 
of nonhuman primates and localized poten- 
tials in the somesthetic cortex of humans at 
the same time (1, 28). Finally, a midline 
antero-central integrative motor component 
is consistent with known involvement of 
premotor and supplementary motor regions 
in initiating existing motor schemes and 
establishing new ones (3, 29). 

Our results demonstrate that the human 
brain, unlike a fixed-program computer, 
dynamically "programs" its distributed, spe- 
cialized subsystems in anticipation of the 
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need to Drocess certain tvDes of information 
3 1  

and take'certain types of action. When these 
preparatory sets are incomplete or incorrect, 
subsequent performance is likely to be inac- 
curate. 
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(aCz); left and right central (C3 and C4); midline 
central (Cz); left and right antero-parietal (aP1 and 
aP2); midline antero-parietal (aPz); left and right 
parietal (P3 and P4); midline parietal (Pz); and 
midline antero-occipital (aOz). 

12. For right- and left-hand accurate performance, mean 
error was 0.35 (range, 0.24 to 0.52) and 0.39 
(ran e, 0.28 to 0.51), respectively. For right- and 
left-fand inaccurate erformance, mean error was 
1.62 (range, 1.18 to f.96) and 1.66 (range, 1.40 to 

2. 18), respective2 , Classifying performance sepa- 
rately for each in v~dual compensated for between- 
subject performance differences; hence, each data set 
contained trials from each subject. Outlying trials on 
the distribution of recent performance level were 
eliminated to ensure that accurate and inaccurate 
data sets did not differ from each other according to 
factors that could be related to transitory changes in 
arousal. Accurate and inaccurate trials were evenly 
distributed throu hout the recordin session 

13. This ap roach is Eased on the h po8esis tha; when 
areas orthe brain are functionah related, the wave 
shapes of their macroy te+ds  aie consistently simi- 
lar [M. N. Livanov, pattd Ovganliatwn of Cerebval 
Processes (Wiley, New York, 1977); W. Freeman, 
Mdss Action in the Newow System (Academic Press, 
New York, 1975); in (14); A. Gevins et al., Psycho- 
pbsiulogy 22, 32 (1985)l. 

14. A. Gevins and A. Remond, Handbook of Electroen- 
cephalography and Clinical Neurophyriolgy (Elsevier, 
New York, in press), vol. 1, chap. 8. 

15. A. Gevins et al., Science 213, 918 (1981); A. Gevins 
et al., ibid. 220, 97 (1983). 

16. Enhanced averages were formed from sets of trials 
selected as follows: for each channel, sets of single- 
trial data samples in a 250-msec interval centered 
750 msec after the cue were submitted to a mathe- 
matical pattern classification program. The program 
attempted to discriminate the event-related trials 
from a "noise" data set with statistical properties 
similar to the ongoing electroencephalogram In cor- 
responding channels. In each interval, significantly 
distinguished channels (P < 0.05) were tabulated 
for each person. The enhanced averages were 
formed from those trials in which a majority of the 
tabulated channels were significantly classiiied [A. 
Gevins, N. Morgan, S. Bressler, J. Doyle, B. Cutillo, 
EEG Clin. Neurop&siol. 64, 177 (1986)l. 

17. The maximum absolute value of covariance was 
converted to a significance (after square-root trans- 
formation) by comparison with a noise median and 
an estimate of noise variance through the use of a 
Tukey biwei ht scale estimate. These statistics were 
determined i o m  sample distributions of the square 
root of zero-lag covariances between intervals cen- 
tered around samples with the minimum energy 
envelope derived from the Hilbert transform. Dun- 
can's correction procedure was used to control for 
the 120 comparisons within each interval. Detailed 
signal-processin methods and analyses of stimulus-, 
response-, and feedback-related patterns have been 
developed (1 8). 

18. A. Gevins et al., in preparation. 
19. D. H. In ar and L. Philipson. Ann. Neurol. 2, 230 

(1977); FF. Pieper, S. Goldring, A. B. Jenny, J. P. 
McMahon. EEG Clin. Neurobbvsiol. 48.266 119801: 
A. Foit, B. Larsen, S. ~a;o;i, E. Sknhoj; N. A: 
Lassen, ibid. 50, 426 (1980); P. E. Roland, B. 
Larsen, N. A. Lassen, E. Skinhoj, J. Neurop~swl. 43, 
118 (1980). The major peak in the Laplacian wave- 
form during the res onse was centered 62 msec after 
r e y x  onset an! was ap roximately 190 msec 
wi e, therefore, a 4- to 7-& bandpass filter and a 
covariance interval of 187 msec were used. Given 
the high signal strength of overt movement and the 
resulting large number of significant res onse-relat- 
ed covariances, only the to standard leviation of 
significant covariances c o d  be shown in Fig. 1 
wlthout creating an overlv complex dis lay If all 
significant covarlances are ;onsidered, lei-slded co- 
variances were significantly greater than the compa- 
rable right-sided ones by the [t(78) = 18.5, 
P < 0.00011 for the right-hand response. Signifi- 
cant right-sided covariances were signiticantly great- 
er than the left-sided ones [t(78) = 21.5, 
P < 0.0011 for the left-hand response. The right 
antero-central electrode site did not appear in the 
left-hand attern in Fig. 1 because its significance 
was sligh$ below the 1-SD cutoff. 

20. We made amplitude maps by determining the aver- 
a e am litude of the Laplacian waveform for each 
ekctrocf)e site over the sanle interval used to calculate 
covariances and interpolating between sites. Ampli- 
tude was represented on a color scale, with red 
representing the maximum and violet the minimum. 

21. A delta filter (low-pass cutoff at 3 Hz) and a 
covariance interval wldth of 375 msec were used to 
study the low-fre uency CNV component. 

22. Comparison b Ae t test of mean-squared ampli- 
rude, measureg on each Laplacian waveform (over 
the same 500- to 875-msec-centered postcue interval 
as was used for the between-channel covariance) 
between subsequentlv accurate and inaccurate con- 
ditions of each hand, was not significant at 

P < 0.05. Similarity between the sets of CNV am- 
plitudes, or the two covariance maps, was measured 
with an estimate of the correlation and its confi- 
dence interval. (Correlation was not used in this 
context to assess linear dependence.) For the small 
number of repeated measures, a normal distribution 
could not be confirmed. Therefore, robust, resistant 
estimates were calculated with a distribution-inde- 
gendent "bootstrap" Monte Carlo procedure [B. 

fron, The lacknife, The Bootswap, and Other Resam- 
pling Plans (Societv for Industrial and Applied 
Mathematics, philadel hia, 1982)], which generates 
an ensemble of carreration values from randomly 
selected choices of the repeated measures. When the 
distributions of CNV amplitudes from subsequently 
accurate and inaccurate conditions were compared 
according to this procedure, the correlations were 
0.84 2 0.16 before right-hand performance and 
0.83 + 0.14 before left-hand erformance. Thus, it 
is not possible to discriminate getween subsequentlv 
accurate and inaccurate waveforms on the basis df 
the mean-squared amplitude of the averaged event- 
related C h V  waveforms. 

23. These four sites were the most prominent in that the 
numbers of significant covariances in which they 
were involved each exceeded half of the maximum 
number of anv site (nine for the antero-parietal site). 
The other sitis in the pattern were involved in one- 
third or fewer of that maximum. The same criterion 
was used to judge which sites were most prominent 
in the left-hand pattern. 

24. In addition to the cue-to-stimulus period, the post- 
stimulus and postfeedback periods also differed in 
accuracy, but the response period did not (18). The 
signal strength of prestimulus covariances was much 
smaller than those during overt responses, that is, 
the scale of significance was three orders of magni- 
tude smaller. The smaller number of prestimulus 
covariances allowed all significant covariances to be 
shown in Fig. 4. Comparison bv t test of the sets of 
subsequently accurate and iniccurate covariances 
was signifiiant at P < 0 . 0 0 1  for both left- 
[t(38) = 5.571 and right-hand [t(23) = 7.701 com- 
parisons. The bootstrap correlation (22) between 
covariance patterns before subse uentlv accurate 
and inaccurate performance from cjannei pairs that 
were significant for either condition was 0.57 + 
0.09 for the right hand and 0.10 * 0.14 for the left 
hand. The t test and bootstra correlation results, 
taken together, suggest that ti!e left-hand accurate 
and inaccurate conditions differ both in scale and in 
pattern. whereas right-hand results differ onlv in 
&ale. 

- 
25. The classifier was a nonlinear, nvo-layered, adaptive 

decision network [(IS); A. Gevins et al., Science 203, 
665 (1979); A. Gevins et al., Psychophysiology 22, 32 
(1985)l that decided whether subsequent perform- 
ance was accurate or inaccurate from CNV-interval, 
between-channel covariances of each trial. This al o 
rithm produced, by a recursive procedure, classika: 
tion equations consisting of we~ghted combinations 
of the decisions of discriminant functions, which 
themselves consisted of weighted combinations of a 
subset of the covariance values of Fig. 4. Cross- 
validation of the equations was performed by testing 
equations on data that were not used to derive them. 
Significance was determined according to the bino- 
rmal distribution. Details of the application of pat- 
tern classification procedures to the analysis of brain 
signals have been presented [A. Gevins, IEEE Trans. 
Pattern Anal. Mach. Intell. 2, 282 (1980); in (14), 
chap. 17; - and N. Morgan, IEEE Trans. 
Biomed. Eng., in press]. These conservative proce- 
dures notwithstanding, we must caution that the 
degree of generalization of these results to the 
population at large is unknown and can be deter- 
mined only bv additional studies with new subjects. 

26. Previous studies that measured interelectrode corre- 
lation have su gested a cortical origin for these 
patterns (1.3-18. The dificult problem of identifv- 
lng the generators of these patterns is the focus of 
current work. At resent, the focal, spatially se arat 
ed patterns ten! to d e  out volume-con%ucted 
activitv from one or two cortical or subcortical 
generators. 

27. D. Ruchkin, S. Sutton, D. Mahaffey, EEG Clin. 
Neurophysiol. 63,445 (1986). 

28. V. B. Mountcastle, J. R. Soc.Med. 71, 14 (1978); B. 
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Diurnal Expression of Transducin mRNA and 
Translocation of Transducin in Rods of Rat Retina 

The messenger RNA (mRNA) that encodes a subunit of the guanosine triphosphate- 
binding protein transducin (T,) and T, immunoreactivity were localized and mea- 
sured in the rat retina during the light-dark cycle with in situ hybridization and 
immunohistochemistry. Both T, mRNA and T, immunoreactivity were observed 
only in photoreceptors. Within the photoreceptor T, mRNA was present primarily in 
the inner segments and to a lesser extent in the outer nuclear layer at all times during 
the day and night. However, the distribution of T, immunoreactivity varied profound- 
ly with the light-dark cycle; during the day, T, immunoreactivity was highest in the 
inner segments, and at night the outer segments were more immunoreactive. The 
amounts of T, mRNA and T, immunoreactivity also depended on the light-dark cycle. 
Levels of T, mRNA were high immediately before and after lights on; levels were low 
for the rest of the light-dark cycle. During the day, T, immunoreactivity increased in 
the inner segments following the increase in T, mRNA. After the lights were turned 
off, T, immunoreactivity decreased in the inner segments and increased in the outer 
segments. Thus, it appears that T, is synthesized in the inner segments after a morning 
increase in T, mRNA. Newly synthesized T, remains in the inner segments until it is 
transported to the outer segments at night, where it may be involved in the increase in 
the sensitivity of photoreceptor rods at night. 

T RANSDUCIN IS A GUANOSINE TRI- 

phosphate (GTP)-binding (G) pro- 
tein that mediates the stimulation of 

guanosine 3'3'-monophosphate phospho- 
diesterase by light-activated rhodopsin in 
photoreceptor rods. Transducin is a mem- 
brane-associated protein that consists of 
three subunits-a, p, and y. The a subunit 
(T,) is structurally and functionally homolo- 
gous to the a subunits of the G proteins that 
mediate inhibition of adenylate cyclase by 
neurotransmitter receptors. The P subunit 
of transducin may be identical to the P 
subunit of the G proteins that are associated 
with adenylate cyclase (1). Although the 
structure of transducin and the molecular 
characteristics of its coupling with rhodop- 
sin have been extensively investigated, little 
information is available concerning either 
the regulation of the synthesis or the subcel- 
lular distribution of transducin by changes 
in physiological states. We localized and 
measured the expression of T, messenger 
RNA (mRNA) and the subcellular distribu- 
tion of T, in photoreceptors during the 
light-dark cycle. T, immunoreactivity was 
measured with immunohistochemistry and 
T, mRNA was measured with in situ hy- 
bridization histochemistry. 

Male Sprague-Dawley rats were main- 

tained under a 12-hour light-dark cycle for 4 
weeks before the localization studies were 
performed. Four animals were sacrificed ev- 
ery 4 hours during the light-dark cycle (un- 
der dim red light during the night); eyes 
were immediately removed, frozen on pow- 
dered dry ice, and stored at -80°C until 12- 
pm frozen sections could be prepared and 
mounted on gelatin-coated slides. Before 
the histochemical procedures, the slide- 
mounted tissue sections were thawed and 
kept at room temperature for 10 minutes, 
then fixed in 4% formaldehyde for 20 min- 
utes. Immunohistochemical localization of 
T, was performed with the peroxidase anti- 
peroxidase (PAP) method (2)  with a highly 
selective polyclonal antibody against T, (3). 
The PAP reaction product was measured in 
photoreceptor inner and outer segments (4) 
and T, mRNA was localized and measured 
(5). The synthetic oligodeoxynucleotide 
probe, complementary to nucleotides 1070 
to 1117 of bovine T, (6) ,  was made by 
solid-phase synthesis on an Applied Biosys- 
tems DNA synthesizer and labeled with 
terminal deoxynucleotidyl transferase 
(BRL) and [35S]deoxyadenosine triphos- 
phate (NEN). Retinal sections were incu- 
bated with the complementary DNA 
(cDNA) probe at 37°C for 24 hours and 

washed under conditions of high stringency 
(18°C below the theoretical melting tem- 
perature). The distribution of labeled 
~ R N A  was evaluated by autoradiography 
(5, 7 ) .  

The specificity of our cDNA-T, mRNA 
hybridization procedures was verified (7)  by 
meeting four criteria: (i) Only cells within 
the photoreceptor cell layer were positive for 
T, immunoreactivity and T, mRNA; in the 
rat retina this cell layer almost exclusively 
contains photoreceptor rods. (ii) Hybridiza- 
tions were ~erformed under conditions of 

I 

high stringency that precluded cross-hybrid- 
ization even with mRNA's for related G 
proteins. (iii) A negative control for se- 
quence-independent hybridization was es- 
tablished with a synthetic probe for tyrosine 
hydroxylase mRNA, which is not expressed 
within photoreceptors. (iv) A single band 
on a Northern blot of total RNA was ob- 
served with our cDNA probe at a hybridiza- 
tion stringency identical to that used for in 
situ hybridization. 

T, mRNA was only present in photore- 
ceptors, was more abundant in the inner 
segments than the outer nuclear layer, and 
was absent from the outer segments (Fig. 
1A). Qualitatively this distribution of T, 
mRNA was the same at all times of dav and 
night. On the other hand, the distribution 
ofT, immunoreactivity was distinctly differ- 
ent at night than during the day. During the 
day, T, immunoreactivity was most pro- 
nounced in the inner segments, was less 
evident in the outer nuclear and plexiform 
layers, and was low in the outer segments 
(Fig. 1B). At night, T, immunoreactivity 
was most dense in the outer segments, rela- 
tively little was present in the inner seg- 
ments, and none was observed in the outer 
nuclear and plexiform layers (Fig. 1C). The 
only cells other than photoreceptors ob- 
served to have T, immunoreactivik were in - 
the pigment epithelium where immunoreac- 
tivity was most dense at 3:00 a.m. and 7:00 
a.m., the time of peak disk shedding. Be- 
cause these cells phagocytose the disks shed 
from the distal end of photoreceptors, this 
localization of T, immunoreactivitv in the - 
pigment epithelium indicates that some T, 
is shed with the photoreceptor disks. 

T, mRNA levels varied with the light- 
dark cycle (Fig. 2B). At night, levels of T, 
mRNA were low, but they increased just 
prior to the onset of light. In the morning, 
T, mRNA was at its highest level. By mid- 
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