
4. L. H. Weaver, W. R. Kester, B. W. Matthews, J. 12. M. F. Schmid et al., Acta Cystallogr. Sect. A 37, 701 
Mol. Bwl. 114, 119 (1977). (1981). 

5. A. F. Monzingo and B. W. Matthews, Biochemistry 13. D. E. Tronrud, L. F. TenEyck, B. W. Matthews, 
23. 5724 11984). ibid., in press. 

6. D G .  HGgauer: A. F. Monzingo, B. W. Matthews, 14. ~nal~sis.sis'of the inhibitor ZG'LL will be described in 
ibid., p. 5730. detail elsewhere in connection with the analysis of 

7. S. J. Gardell, C. S. Craik, D. Hilverg, M. S. Urdea, ZFPLL, another peptide analog that binds in a 
W. J. Rutter, Nature (London) 317, 551 (1985). somewhat different manner. 

8. C:M. Kam, N. Nishino, J. C. Powers, Bwchemishy 15. P. A. Bash et al., Science 235, 574 (1987). 
18, 3032 (1979) (also see references listed therein). 16. P. V. Luzzatti, Acta Cysta1h8r. 5, 802 (1952). 

9. D. E. Tronrud et al., EUY. J.  Bwchem. 157, 261 17. M. A. Holmes and B. W. Matthews, J. Mol. Bwl. 
(1986) (also see references listed therein). 160, 623 (1982). 

10. P. A. Bartiett and C. K. Marlowe, Bwchemtstty 22, 18. Figure 4 was generated by P. A. Bartlett and P. A. 
4618 (1983). Bash from the coordinates furnished by B.W.M., 

11. , Science 235, 569 (1987). using the programs MS (M. Connolly) and UCSF 

MIDAS at the Computer Graphics Laboratory, 
University of California, San Francisco (R. Lan- 
gridge a d  T. Ferrin). 

19. We thank P. A. Bartiett and C. K. Marlowe for the 
inhibitors and for discussions of the results obtained 
in Berkelev and in Eueene. We also thank T. Alber 
for discus$ions and c&nments. H.M.H. was sup- 
ported in part by fellowship DRG-667 of the Da- 
mon Runyon-Walter Winchell Cancer Fund. The 
work was supported in part by grants from the 
National Science Foundation (PCM8312151), the 
National Institutes of Health (GM20066), and the 
M. J. Murdock Charitable Trust. 

22 August 1986; accepted 4 December 1986 

Calculation of the Relative Change in Binding 
Free Energy of a Protein-Inhibitor Complex 

By means of a thermodynamic perturbation method implemented with molecular 
dynamics, the relative free energy of binding was calculated for the enzyme thermoly- 
sin complexed with a pair of phosphonamidate and phosphonate ester inhibitors. The 
calculated digerence in free energy of binding was 4.21 * 0.54 kilocalories per mole. 
This compares well with the experimental value of 4.1 kilocalories per mole. The 
method is general and can be used to determine a change or "mutation" in any system 
that can be suitably represented. It is likely to prove useful for protein and drug design. 

A NEW METHOD HAS RECENTLY BEEN 

developed to calculate relative 
changes in free energy between in- 

teracting molecular species. It is based on a 
thermodynamic perturbation method (1) 
with Monte Carlo (2) or molecular dynam- 
ics (3-6) being used to change or "mutate" 
one molecule into another. It has been 
applied to a variety of small molecules to 
calculate relative changes in free energy of 
solvation within 1 kcaVmol of experimental- 
ly measured values (2, 5, 6), &d to the 
conversion of benzamidine to p-fluorobenz- 
amidine in trypsin (7). The results obtained 
suggest that the relative free energies of 
interaction between biological macromol- 
ecules and their ligands can be calculated by 
using a generalization of this perturbation 
method. We present a computational exam- 
ple to support this belief. 

We selected thermolysin for this study 
because extensive structural and thermody- 
namic data are available for this protein and 
its inhibitors (i) ~ b z - G l y ~ - ( ~ ~ ) - ~ e u - ~ e u  
and (ii) ~ b z - ~ l y ~ - ( ~ ) - ~ e u - ~ e u .  X-ray crys- 
tal structures of these complexes have been 
determined (a), and binding constants mea- 
sured (9). These constant; differ by three 
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orders of magnitude, although the two in- 
hibitors differ only by the replacement of an 
N H  by an 0 and lead to complexes which 
are nearly identical [see Fig. 4 in the preced- 
ing report (a)]. 

We calculated Gibbs (G) free energy 
changes according to Eq. 1 (1) 

H(A + dA) - H(A) 
-kBT In < exp (- 

kBT 
(1) 

where kg is Boltzmanns' constant, T is the 
absolute temperature, <>A indicates the 
ensemble or -time average at intermediate " 
positions along the conversion pathway 
characterized by the coupling parameter A, 
and H(A) and H(A + dA) are the Hamilto- 
nians in the states A and A + dA. In the 
application below, H is taken to be the 
interaction energy of the inhibitor with its 
surroundings. Molecular dynamics with a 
nonbonded cutoff of 8 A was used to calcu- 
late the time averacre of the Hamiltonian 
differences from with AG between states 
A(A = 0) and B(A = 1) was evaluated by 

The characterization of states A and B, 
and calculation of interaction energies, was 
done with an empirical force field, using 
standard AMBER force field values (10) 
except for charges on the inhibitor. Ab initio 
quantum mechanics, with the STO-3GY ba- 

sis set, was used to determine electrostatic 
potential based charges (in atomic units) for 
both inhibitors (11). The main change was 
at the perturbation site where the amide 
NH (qN = -0.705, q~ = 0.227) group on 
the leucine attached to the phosphate is 
converted into an oxygen (go = 
-0.451), while the charge on nearby atoms 
changed by less than 0.1. The ability to 
transform a system between two such states 
by using perturbation methods and molecu- 
lar dynamics has been incorporated into the 
molecular simulation program AMBER 
(12) in a general way (13). Perturbation 
calculations are carried out by specifying the 
parameters in the beginning and end states, 
the number of intervals or "windows" be- 
tween the states, and the length of time for 
eauilibration and data coll&tion in each 
window. The program automatically carries 
out the transformation between the two 
states during which intermediate energy val- 
ues for each window are accumulated, 
stored, and reported. The program and 
methodology are described in more detail 
elsewhere (6). 

Two calculations are required. The first 
determines the solvation free energy differ- 
ence between the two inhibitors (AG,,~,), 
and the second determines the free energy 
difference in the two inhibitor enzyme com- 
plexes (AGind). The difference (AGind - 
AGsoIv) is equal to the difference in aqueous 
solution binding free energies of the two 
inhibitors, AAGind, which was found by 
Bartlett and Marlowe (9) to be 4.1 kcaV 
mol. 

The phosphonamidate inhibitor, in its x- 
ray conformation taken from the complex, is 
placed in a box of 782 waters [Jorgensen 
TIP3P potential (14)] generated by a Monte 
Carlo simulation, and the system is equili- 
brated for 4 picoseconds at constant tem- 
perature and pressure under periodic 
boundary conditions (15) with SHAKE 
(16) being used to constrain all bond 
lengths to their equilibrium values. The 
perturbation is carried out in a series of 20 
windows with a Ah = 0.05. At each A, 500 
steps of equilibration (0.002-picosecond 
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Table 1. Results of free energy evaluations in kilocalories per mole. A represents the arnide states 
(phosphonamidate or N-methylphosphoramidate) and B their associated esters. (+) and (-) refer to 
free energies in the A + AX and A - Ah directions, AG,,, is determined by averaging the absolute values 
for A+B and B+A, whereas AGbind - AGsolv is obtained by averaging AGbind - AGsolv (A+B) and 
AGsoI, - AGbind (B-A). The standard deviations taken about these calculated values only provide an 
indication of the statistical fluctuations inherent in the methodology as applied herein and are 
independent of approximations in the energy function or errors in crystallographic coordinates. 

System AG(A+B) AG(B+A) AGave AGbind - AGso~v 

Phosphonamidate 
solution (AGSoI,) 

Protein-inhibitor 
x-ray (AGbind) 

Protein-inhibitor 
model (AGbind) 

Experimental 

Trimethylphosphate 
solution (AGsOI,) 

Experimental 

Pvoteiniinhibitov 
3.58 (+); -3.30 (+); 3.44 0.17 

-3.58 ( - )  3.28 ( - )  
7.32 (+); -7.93 (+); 7.64 r 0.37 4.21 + 0.54 

-7.33 ( - )  7.99 ( - )  
7.87 (+); -7.71 (+); 7.81 ? 0.14 4.38 r 0.06 

-7.96 ( - )  7.71 ( - )  
4.10 

Phosphates 
0.27 (+); -012  ( -  0.22 + 0.08 

-0.20 (+) 0.30 ( - )  
0 to 1 

time steps) are followed by 1000 steps of 
data collection (0.001-picosecond time 
steps). The interaction energy of the inhibi- 
tor with the solvent at values of its parame- 
ters (X + AX) and ( A  - AX) are evaluated 
and designated as (+) and (-), respectively. 
This provides an internal check on the meth- 
od since the sum of these two energy 
changes over all the intervals should be the 
same. The resultant free energy changes are 
3.58 (+) and -3.58 (-) .  Using the final 
coordinates from this simulation, we carried 
out a second run for the B -+ A transition 
with resultant free energy changes of -3.30 
(+) and 3.28 (-). This inverse transforma- 
tion was done to test the dependency of the 
result on the starting configuration. Al- 
though the changes from A -+ B and B -+ A 
occurred over a period of only 40 picosec- 
onds, our experience with other such trans- 
formations (6) suggests the time span is 
adequate. 

The initial state for the complex is the x- 
ray structure of the phosphonamidate (A) in 
thermolysin (8).   he enzyme is too large 
(more than 4000 atoms) to conveniently 
include all its atoms in the simulation. so we 
allow residues that contain atoms within 15 
A of the inhibitors' atoms to move. Other 
atoms are included in the determination of 
forces, but are fixed at their starting loca- 
tions. To include the effects of solvation, we 
add a spherical "cap" of 168 water molecules 
within 15 A of the center of the Cbz group 
in the inhibitor, and harmonic radial forces 
restrain any water leaving this 15 A bound- 
ary (17). The resultant free energy changes 
are 7.32 kcalimol (+) and -7.33 kcalimol 
(-) for A +  B, and -7.93 kcal/mol (+) 
and 7.99 kcaVmol ( -) for B -+ A. 

\ ,  

The average for the free energy changes of 
the inhibitor in the enzyme and in solution 
for both A -+ B and B -+ A is 4.21 & 0.54 

kcalimol, and the experimental value for this 
pair is 4.1 kcalimol. If one considers the 
complexity of the calculation, the quality of 
agreement is encouraging. Table 1 summa- 
rizes calculated and experimental free energy 
changes and the meaning of the error 
limits. 

It is clear that our approach is very power- 
ful when the differences in the two states are 
small enough that conformational space can 
be adequately sampled. T o  give an indica- 
tion of the robustness of the method, the 
utility of molecular modeling and computer 
graphics combined with numerical calcula- 
tions, and the sensitivity of the calculation to 
errors in the x-ray structure, we began with 
coordinates for thermolysin complexed with 
the irreversible inhibitor CICH2CO- 
DL-(N-0H)Leu-OCH3 (18), and, using 
MIDAS (19), model-built the phosphona- 
midate inhibitor into its active site. The 
perturbation for this model-built amide to 
ester was done as described above, with a 
free energy change of 7.81 2 0.14 kcal/ 
mol, close to the 7.6 value for this process 
when the actual x-ray coordinates were used. 

There are no direct ex~erimental data to 
verify the individual correctness of these 
relative solvation and binding calculations; 
however, there are data on related neutral 
phosphate esters (20). We applied the above 
methods to the conversion of trimethyl 
phosphate to its associated amide with a 
resultant relative free energy change of 0.28 
kcal/mol, in good agreement with the ex- 
perimental value of 0 to 1 kcalimol for 
tripropyl phosphate relative to dibutyl N- 
methylphosphoramidate (20). 

A simple interpretation of the net differ- 
ence of binding is as follows. In the active 
site, the N H  interacts favorably with the 
carbonyl oxygen of Ala 113. The ester oxy- 
gen is forced to interact unfavorably with 

the carbonyl because the remaining strong 
interactions of the phosphate and hydro- 
phobic residues of the inhibitor with the 
enzyme keep the ester oxygen ( 0 )  in the 
same place as the amide (NH). This results 
in a net free energy difference of the interac- 
tion between inhibitor and enzyme of 7.5 
kcaVmo1. The relative solvation free energy 
reduces this to 4 kcal/mol. In this way our 
calculations bring out two important fea- 
tures that have not always been adequately 
considered in comparing protein inhibitors: 
(i) the importance of both attractive and 
repulsive interactions and (ii) the impor- 
tance of relative solvation effects in inhibitor 
binding. The difference in relative solvation 
free energies between neutral phosphorami- 
dates and anionic phosphonamidates with 
respect to their esters is unexpected and 
deserves further study. However, the fact 
that the calculations reproduce experimental 
values for the neutral system (20) lends 
credibility to the calculated solvation free 
energy difference for the anions and was 
useful in the interpretation of the experi- 
mental binding energy (9). 

This theoretical study and the experirnen- 
tal work described in the preceding reports 
represent a synergistic application of experi- 
ment and theory toward understanding en- 
zyme-ligand interaction. Although such 
multifaceted approaches have been rare, 
they will become of increasing importance 
for the rational design of drugs and in 
protein engineering. 
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The Mitochondria1 Genotype Can Influence Nuclear 
Gene Expression in Yeast 

Isochromosomal, respiratory-deficient yeast strains, such as a mit-, a hypersuppressive 
petite, and a petite lacking mitochondrial DNA, are phenotypically identical in spite of 
differences in their mitochondrial genomes. Subtractive hybridizations of complemen- 
tary DNA's to  polyadenylated RNA isolated from derepressed cultures of these strains 
reveal the presence of nuclear-encoded transcripts whose abundance varies not only 
between them and their respiratory-competent parent, but among the respiratory- 
deficient strains themselves. Transcripts of some nuclear-encoded mitochondrial 
proteins, like cytochrome c and the a and P subunits of the mitochondrial adenosine 
triphosphatase, whose abundance is affected by glucose o r  heme, d o  not vary. I n  the 
absence of major metabolic variables, yeast cells seem to  respond to the quality and 
quantity of mitochondrial DNA and modulate the levels of nuclear-encoded RNA's, 
perhaps as a means of intergenomic regulation. 

T HE SYNTHESIS OF A NUMBER OF 

mitochondrial proteins in Saccharo- 
myces cerevisiae can be affected by the 

levels of glucose (catabolite repression), oxy- 
gen, and heme (1). These effects are most 
evident by large changes in the cell's respira- 
tory capacity that accompany these "meta- 
bolic" variables. Recent studies have focused 
on the molecular basis for regulation of a 
few mitochondrial proteins encoded in the 
nucleus, like cytochrome c (the product of 
the CYCI gene) (Z), the a and P subunits of 
the mitochondrial F1 adenosine triphospha- 
tase (F1 ATPase) (3), and some subunits of 
cytochrome oxidase (4, 5 ) .  The most de- 
tailed molecular information available on 
the regulation of expression of these genes is 
that for CYCl: control of cytochrome c 
synthesis is largely transcriptional and in- 
volves cis-acting upstream activation sites 
(UAS) that are analogous in some ways to 
higher eukaryotic enhancers (2); these sites 
are believed to control CYCl expression in 
response to glucose and heme levels through 
interactions with trans-acting transcriptional 
factors (6). 

Since the biogenesis of functional mito- 
chondria requires a large contribution from 
the nucleus, many nuclear genes might be 
regulated, and some, perhaps, independent 
of the metabolic variables noted above. To 
examine these questions, we have used com- 
plementary DNA (cDNA) subtractions to 

detect differentially expressed transcripts 
among isonuclear, derepressed yeast strains 
that differ only by the presence or absence of 
the kind of mitochondrial DNA (mtDNA) 
they contain. We show that some nuclear 
DNA sequences are differentially expressed 
between the respiratory competent cells 
(p+) and isonuclear, respiratory-deficient 
derivatives, and others are differentially ex- 
pressed among the respiratory-deficient cells 
themselves. These results suggest a hitherto 
undescribed type of nuclear-mitochondria1 
interaction whereby nuclear DNA se- 
quences can respond to the state of the 
mitochondrial genome. 

Experiments were carried out with four 
isonuclear yeast (Saccbaromyces cerevisim) 
strains all grown on raffinose, a fermentable 
but nonrepressing sugar. Three of the 
strains are respiratory-deficient with differ- 
ent lesions in their mitochondrial genomes; 
all are derived from COP161, a respiratory- 
competent p+. One strain is a mit- (E69) 
containing a deletion in the mi2 gene (7); 
another strain is a hypersuppressive cyto- 
plasmic petite (p-), designated HS40, in 
which all but about 700 base pairs (bp) of 
the wild-type mitochondrial genome are de- 
leted; the other strain is a p0 petite that 
completely lacks mtDNA. Although mit- 
E69 is unable to respire because it lacks 
subunit I11 of cytochrome oxidase, it can 
still transcribe and translate its stable mito- 

chondrial genome. The mitochondrial 
genome of HS40 p- contains an orilrep 
sequence, one of several closely related se- 
quences believed to function as preferred 
origins of mtDNA replication (8); like other 
p- petites, HS40 lacks mitochondrial pro- 
tein synthesis, but it can transcribe se- 
quences on its truncated genome. Thus, 
although these strains are phenotypically 
identical with respect to respiratory h c -  
tion, they contain different mtDNA lesions 
that givd rise to the same respiratory-defi- 
cient phenotype. 

To determine whether the steady-state 
levels of any cytoplasmic RNA's might be 
differentially regulated in these respiratory- 
deficient cells, cDNA subtractions were car- 
ried out between mit- E69 and the p' 
petite, and between the HS40p- and p0 
petites. The former pair represents, in prin- 
ciple, the largest difference between cells 
with defective mitochondrial genomes; the 
latter pair represents a more stringent test 
for transcripts that might be differentially 
regulated among respiratory-deficient cells 
since both cell types are genotypically petite. 
In each case, single-stranded cDNA's were 
prepared by reverse transcription of poly- 
adenylated [poly(A)+] RNA fractions of 
cytoplasmic RNA isolated from C U ~ N ~ ~ S  in 
the mid-logarithmic phase of growth, and 
hybridized with the heterologous poly(A)+ 
RNA fraction to a Rot of about 4000. 
Under these conditions the cDNA's of low 
abundance transcripts that are not differen- 
tially expressed should be quantitatively 
driven into hybrid. The single-stranded 
cDNA's were .isolated by hy&oxyapatite 
chromatography and cloned into the Pst I 
site of plasmid pBR322 after second-strand 
synthesis and GC-tailing (9). 

The cloned cDNA inserts were initially 
screened by differential colony hybridizatio; 
with 32~-labeled single-stranded cDNA 
probes; these were prepared by reverse tran- 
scription of poly(A)+ RNA fractions isolat- 
ed from the p+, and each of the respiratory- 
deficient strains. Plasmid DNA's isolated 
from positive clones were then screened by 
dot-blot hybridization with the same single- 
stranded CDNA probes. False positives &d 
cDNA's derived from mtDNA were 
screened out, and selected cDNA clones 
were analyzed by Northern blotting of 
poly(A)+ RNA. The input RNA's were 
normalized to the amount of actin message 
present in each preparation. Actin, which is 
an essential product in yeast required for 
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