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Investigation of Ultrafast Phenomena in the 
- 

Femtosecond Time Domain 

Rapid progress has taken place in the generation and 
application of femtosecond optical pulses. The impact of 
these developments is being felt in a broad range of 
scientific fields, including physics, chemistry, biology, and 
engineering. These rapidly evolving techniques have been 
applied to such diverse problems as phase transitions in 
highly excited semiconductors, molecular photofragment 
spectroscopy, impulsive phonon generation in solids, and 
optical radar ranging through biological tissue. 

P ROGRESS IN THE GENERATION AND MEASUREMENT OF 

ultrashort optical pulses continues to be driven by innova- 
tions and enhanced capabilities. Recently optical pulses have 

been generated with a duration of less than 8 fsec (1 fsec = 10-15 
second) ( I ) ,  pressing the limits of current technology. Improve- 
ments in short-pulse dye laser design have offered new means for 
controlling pulse width and tunability. Femtosecond amplifiers have 
been developed that operate with a repetition rate of 10 kHz and yet 
provide sufficient intensity to generate a "white light continuum" 
source of femtosecond optical pulses covering the ultraviolet to near- 
infrared region of the spectrum (2). Such pulses are ideal for 
obtaining high-resolution time-resolved spectra. 

The impact of measurements in the ultrashort time domain covers 
a broad range of scientific activity. Femtosecond-pulse techniques 
have contributed significantly to the study of the dynarnical proper- 
ties of molecules and solids. Optically induced phase transitions have 
been studied by using femtosecond pulses to monitor the dynamics 
of the evolution of crystal symmetry (3). A new technique has been 
developed to create images with femtosecond pulses that have been 
put together to make a slow-motion picture that slows the action by 
a factor of 1013 (4). In addition, a femtosecond optical radar has 
been devised that can "see" into biological tissue ( 5 ) .  

Femtosecond optical pulses have been used to create nonequilibri- 
um, nonthermal population distributions in semiconductors (2). 
With optical pulses short enough to resolve an individual molecular 
vibration, it has been possible to resolve phonon dephasing by 
impulsive Raman scattering (6). The dynamics of the process of 
exciton ionization in a semiconductor takes place at room tempera- 
ture in a few hundred femtoseconds (2). Femtosecond pulses have 
also found utility for probing high-speed electronic devices and 
circuits (7, 8). Femtosecond time-resolved measurements of molecu- 
lar photofragmentation have provided the first direct measurement 
of the time of bond breakage in a molecule (9). This article will 
touch on some of these recent advances. 

The author is the director of the Electronics Research Laboratory of AT&T Bell 
Laboratories, Crawfords Corner Road, Holmdel, NJ 07733. 
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Fig. 1. The optical 
cavity configura- 
tion of a colliding- 
pulse, mode-locked 
dye laser with 
prisms inserted to 
compensate for the 
group velocity dis- 
persion. 

Fig. 2. Measured autocorrela- 
tion function of a compressed 
optical pulse with a full-width 
at half-maximum of 8 fsec. 

to generate a short 

Progress in Pulse Generation 
The broad fresuencv bandwidth resuired 

A " 
optical pulse has been a major source of difficulty in the generation 
of ultrashort optical pulses. A fixed-phase relationship must be 
maintained among all the frequencies oscillating in a mode-locked 
laser to generate a bandwidth-limited short optical pulse. Until 
recently, the group velocity dispersion in a laser cavity, due to 
mirrors, gain medium, and the saturable absorber, limited pulse 
generation in a dye laser cavity. However, a new device for 
compensating group velocity dispersion in an optical cavity was 
invented by Fork et al. (10). The device consists of two pairs of 
prisms inserted into the optical cavity of the laser. Although a prism 
is typically made of a positively dispersive material, the prism pair 
arrangement can produce an adjustable amount of negative disper- 
sion. The optical cavity for a colliding-pulse, passively mode-locked 
dye laser (1 1)  with prisms in the cavity (12) is shown in Fig. 1. The 
dispersion in such a cavity is adjusted by moving one of the prisms 
normal to the prism base. With this cavity configuration, Valdmanis 
et al. (12) were able to generate optical pulses as short as 27 fsec. 

The signal-to-noise ratio for measurements made with signal- 
averaging techniques is enhanced by increasing the repetition rate. 
Recently, amplifiers that operate at high repetition rates (2, 13, 14) 
have been developed to improve the sensitivity of time-resolved 
spectroscopic measurements. In one design, a dye amplifier pumped 
by a copper vapor laser has been used to amplify single 40-fsec 
optical pulses to an energy of 3 FJ at a repetition rate of 10 kHz 
(12). This is a useful apparatus for performing time-resolved 
spectroscopy. 

Optical pulse compression techniques have provided a means of 
probing the limits of optical pulse generation. Considerable activity 
in several laboratories has led to rapid progress. After the reported 
generation of a 30-fsec optical pulse at AT&T Bell Laboratories 
(IS), scientists at Massachusetts Institute of Technology reported 
producing a 16-fsec pulse (16), and those at IBM, a 12-fsec pulse 
(14). Currently the shortest reported optical pulse is 8 fsec, which 
was reported by researchers at AT&T Bell Laboratories (1). With 
rapid progress of this sort, the question of limits immediately arises. 
The measured autocorrelation corresponding to an 8-fsec optical 
pulse is shown in Fig. 2. 

The process of compressing optical pulses has been reviewed (1 7). 
The first step is to pass an optical pulse through a nonlinear 
medium, in this case, a short piece of optical fiber. The intense 
optical field rapidly changes the index of refraction seen by the 
optical pulse and impresses a frequency sweep or "chirp" on the 
optical pulse. The chirped optical pulse is then passed through a 
"compressor," which provides the phase delay required to remove 
the frequency sweep and produce a compressed optical pulse. The 
pulse was shortened because the spectral bandwidth was increased in 
the nonlinear frequency chirping process, and the compressor 
provided the correct phase adjustment to produce a minimum 
optical pulse width. 

The current limit on optical pulse compression is due to less than 

ideal performance of the compressor. The compressor consists of a 
pair of parallel gratings (18) with variable spacing, which permits 
the adjustment of the amount of phase compensation. For the large 
bandwidth required to compress an 8-fsec optical pulse, a pair of 
gratings induces a phase distortion (18) that limits pulse compres- 
sion to approximately 8 fsec. This represents a "technological limit" 
rather than a fundamental limit for achieving further pulse reduc- 
tion. In principle, an ideal compressor could be invented. 

Femtosecond Measurement Techniques 
The power and range of investigations into the dynamical proper- 

ties of matter have been greatly enhanced by the development of 
new measurement techniques. These advances have had an impor- 
tant impact on a wide variety of scientific disciplines. In this section, 
I have selected what I believe to be some of the most exciting 
applications of femtosecond measurement techniques. The examples 
illustrate the utility of these techniques in solid-state physics, 
chemisty, and biology. 

Semicondmtor dynamics. The interaction of short laser pulses with 
semiconductors has been studied by time-resolved transmission 
(19), reflectivity (20), ellipsometry (21), surface second harmonic 
generation (3), and femtosecond imaging (4). In particular, the 
problem of optically induced phase transitions on silicon has been 
the subject of extensive interest. Time-resolved reflectivity measure- 
ments have shown a rapid increase in surface reflectivity in less than 
1 psec when the optical pulse energy reaches some threshold energy, 
Eth (approximately 0.1 ~icm'). This has been widely interpreted as 
thermal melting. However, reflectivity is a scalar quantity and 
cannot provide information about the disorder of the crystal lattice 
that occurs when a material melts. Ideally, we would like to have a 
femtosecond x-ray pulse to explore the evolution of structural 
changes in matter. Such pulses have yet to be developed. 

,( \ , \ 

Fig. 3. Polar plot of the surface second harmonic intensity as a h c t i o n  of 
time and angle for the (1 11) surface of silicon at an optical pumping energy 
twice the threshold for melting. The threefold symmetry is lost after the first 
few hundred femtoseconds as the material melts. 
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Information about crystal symmetry can be obtained with visible 
optical pulses by measuring the second harmonic radiation generat- 
ed at the crystal surface. The second harmonic polarizability is a 
tensor quantity which can provide information on crystal symmetry 
(22). The (1 11) surface of silicon has a threefold rotational symme- 
try in the crystalline state. After silicon melts, the crystal structure 
becomes disordered and the second harmonic tensor becomes 
rotationally symmetric. 

Figure 3 shows in polar form the second harmonic radiation from 
the (1 11) surface of silicon for a weak probing pulse at three relative 
time delays (3). Before the exciting pulse arrives, we see a peaking in 
the second harmonic at 120" intervals (only a portion of the angular 
range is plotted), which is consistent with a threefold symmetry. At 
240 fk after excitation the maximum signal is reduced and the 
signal near the minimum is increased as the crystal begins to 
disorder. By 3 psec, the material is completely rotationally symmet- 
ric, which indicates complete disorder or a transition to the melted 
state. 

Further information can be obtained about the interaction of 
short laser pulses with semiconductors by using a newly developed 
imaging technique (4). This technique makes it possible to depict 
the evolution of the surface reflectivity during and after melting 
initiated with a short optical pulse having a time resolution of 100 
k and a spatial resolution of 5 pm. In fact, with a movie camera 
and elementary synchronization electronics, it is possible to film the 
continuous sequence of melting, boiling, and material ejection over 
a 600-psec period, slowed in time by as much as a factor of 10 '~.  The 

Fig. 4. Time-resolved photographs of a silicon (1 11) surface after photmci- 
tation by an 80-fsec optical pulse. The numbers indicate the pump-probe 
optical delay in picoseconds. Note the rapid appearance of highly reflective 
molten silicon (B-D) followed by the ejection and dissipation of evaporated 
material (E-H). 

Image of photo- 
excited silicon 

White light 
continuum 

probe pulse 

Silicon 
wafer or film 

Fig. 5. Experimental arrangement used to obtain femtoxcond time-resolved 
photographic images of a silicon surface tindergoing an ultrafast phase 
transition. 

still photographs in Fig. 4 depict the major events in this sequence. 
The photographs were obtained with a variation of the pump- 

and-probe technique. A schematic of the apparatus is shown in Fig. 
5. An intense 80-fiec optical pulse was used to excite the silicon 
wafer surface. A second 80-fsec optical pulse generated fiom a white 
light continuum was used to probe the reflectivity of the wafer 
surface. The image of the photoexcited surface was projected onto a 
screen or film through the use of imaging optics. The relative timing 
between pump and probe was adjusted by changing the relative path 
delay between the two pulses with a stepper motor. The silicon 
wafer was translated after each laser shot by an electronically 
controlled stage so that each shot addressed a k h  region of the 
sample. 

The photographs shown in Fig. 4 provide a detailed study of the 
physics of what is taking place at the semiconductor surface as a 
function of time after excitation for time delays ranging from -0.5 
to 600 psec. Bdore the arrival of the excitation pulse, only a 
uniformly illuminated region of the surface is seen in Fig. 4A. After 
arrival of the excitation pulse, the reflectivity of the excited region is 
selectively increased because significant melting has occurred in this 
region. Melting is not complete until nearly 1 psec has elapsed. 
About 10 psec after excitation, a dark layer begins to form over the 
melted region. This is consistent with the ejection of liquid drops of 
silicon forming a strongly scattering cloud. Maximum ejection is 
expected in the hot central portion of the molten silicon, where the 
excitation intensity is highest, while the edge remains cool enough 
that a substantial absorptive cloud never develops. This explains 
the bright outer ring of unobscured molten silicon that persists 
throughout the time of observation. 

Femtosecond optical techniques offer a unique opportunity to 
study nonequilibrium phenomena io semiconductors. For direct 
transitions away from exciton resonances, the absorption coefficient 
a can be expressed as 

wheref, andfh are the distribution functions for electrons and holes 
and a. is the absorption coefficient in the absence of excited carriers. 
With a sficiently short optical pulse, a narrow band of states can be 
excited to create a nonthermal distribution. As time progresses, 
carrier-carrier interactions lead to the thermalization of the carrier 
distribution. Ultimately at much longer times, the carriers equili- 
brate with the lattice (23,24) by means of electron-phonon interac- 
tions. 

Newly developed measurement techniques at high repetition rates 
are ideally suited for nonequilibrium phenomena. A train of femto- 
second optical pulses (11, 12) amplified to a few microjoules at a 
repetition rate of 8 Hz is focused into a 1-mm-thick jet of ethylene 
glycol to generate a femtosecond continuum (2). The pulses are split 
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Fig. 6. A plot of differential transmission spectra for a GaAs multiple 
quantum well after excitation by a pump pulse centered at 1.509 eV. The 
spectra are plotted at 50-fsec intewals between t = 100 fsec and t = 200 
fsec. The pump spectrum is shown at the bottom of the figure. The shaded 
areas show the effect of "hole" burning by the nonequilibrium nonthermal 
carrier population. 

by a metal beam splitter into pumping and probing pulses. The 
probing pulses are directed into a spectrometer and detected with a 
diode array. The relative time delay between the two pulses is 
provided by a variable path length controlled by a stepper motor. 

To detect very small changes in the absorption spectrum, the 
pumping pulses are chopped with a 10-Hz chopper, and the 
detected probe spectrum is accumulated in the computer memory 
with a phase determined by the synchronization with the optical 
chopper. In this way the differential spectrum is directly accumulat- 
ed. 

Experimental data dramatically demonstrating optical hole burn- 
ing in a semiconductor by a nonthermal nonequilibrium carrier 
population are shown in Fig. 6. The sample is a series of thin layers 
or quantum wells that consist of 65 periods of 96-A GaAs quantum 
wells and 98-A Alo,3Alo.7As barrier layers. The plotted curves are 
differential transmission spectra. The shaded areas indicate where 
the transmission spectrum was bleached by the occupation of levels 
in a narrow energy band. The hole disappears rapidly as the carrier 
population relaxes to a thermalized distribution. The oscillatory 
features at low energies are due to pemrbations to the light and 
heavy hole exciton absorptions by the optically excited carriers (2). 

When the optical pumping pulse is tuned to be resonant with the 
fundamental exciton absorption, it is possible to directly observe the 
process of exciton ionization by phonons (25). In Fig. 7 a family of 
differential spectra are plotted as a function of wavelength and time. 
The sharply peaked feature arises from bleaching of the exciton. As 
excitons are ionized by the phonon field, the exciton population 
begins to decay. From these measurements the exciton ionization 
time is 300 fsec. 

Pbotofiwnzent spectroscopy. Dynamical processes in chemistry have 
recently become an important area of investigation on the femtosec- 
ond time scale. Of particular interest is the report of femtosecond 
photofragment spectroscopy (9). Studies of the dynamics of primary 
photofragment processes offer new opportunities for a direct view of 
the process of bond breakage, its dependence on the nature of the 

transition state, and the resulting energetics of the products. The 
reaction studied by the group at the California Institute of Technol- 
ogy is 

I-CN + [I--CN] + I + CN 

In the above experiment, a femtosecond optical (photolysis) pulse 
was used to initiate the photodissociation of ICN to the continuum 
absorption of the repulsive A state. A second probing pulse was used 
to monitor the recoiled CN by observing fluorescence from the 
fragment as a function of relative time delay between the photolysis 
and probe pulses. The rise time of the measured fluorescence 
provides a direct measure of time of formation of the CN photo- 
product. The measured photoproduct formation time was 600 fsec. 
Future experiments are expected to provide the details of the 
transition state in the recoil process. 

Impulsive excitation ofphonons. Optical techniques have been used 
extensively to study the dynamics of atomic and molecular vibra- 
tions in solids and liquids. Frequency domain techniques, such as 
infrared absorption spectroscopy and Raman spectroscopy, have 
provided extensive information about the kinetics of phonons and 
coupling to elementary excitations in the condensed phase. Optical 
phonons can be generated and detected coherently by femtosecond 
techniques. The technique called "impulsive stimulated Raman" 
spectroscopy requires temporal resolution sufficient to resolve a 
single phonon oscillation. 

The process of "impulsive Raman scattering" has been described 
by DeSilvestri e t  al. (6). Two ultrashort optical pulses were used to 
excite counterpropagating phonons to form a standing vibrational 
wave with wave vector 2 k. The phonon frequency was derived from 
the uncertainty-limited spectral width of the excitation pulses. The 
optic-vibrational standing wave coherently scattered the delayed 
probe pulse, which is incident at the phase-matching angle. With a 
pulse duration of less than 100 fsec, optic phonons having frequen- 
cies of up to 200 cm-' can be investigated. The amplitude of the 
standing wave is then measured as a function of time by varying the 
relative delay with respect to the excjtation pulse. Thus, simulta- 
neous measurements of phonon frequency and damping can be 
made with high spectral and temporal resolution. 

Cheung and Auston have used the Cherenkov radiation geometry 
(26) to induce coherent phonon polaritons to lithium tantalate (27) 
(Fig. 8). The damped oscillation on the trailing edge of the main 

Fig. 7. Plot of time-resolved spectra near the fundamental band edge of a 
semiconductor GaAs multiple quantum well. The sharp structure is due to 
bleaching of the band edge excitons. The relaxation of this bleaching is a 
measure of the time for the process of ionization of the excitons by the 
phonon interaction and is 300 fsec by this measurement. 
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1 0 -  Fig. 8. Polariton waveform 
in lithium tantalate generat- 
ed and measured by femto- 

0.5 - second optical pulses. The 
damped oscillation of the - trailing edge of the main 
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pulse is due to the resonant 

0 - contribution of the second 
order nonlinear optical sus- 
ceptibility from the T O  

-0 5 - phonon at 6 THz. 
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pulse is due to the resonant contribution to the second order 
nonlinear optical susceptibility from the T O  phonon at 6 THz. 
These measurements establish that the intrinsic speed limit for the 
electrooptic effect in this material is limited by the phonon dephas- 
ing time of 280 fsec. 

Optical ranging though biological material. It was recognized more 
than a decade ago, after the development of ultrashort optical pulse 
techniques, that such a pulse in conjunction with a high-speed 
shutter could be used to investigate the internal structure of turbid 
media without interference from scattered light (28). Duguay and 
Mattick suggested that it might even be possible to "see through 
skin." The basic concept is that light reflected and scattered from 
skin obscures our vision of the tissue just under the skin. With a 
light shutter it is possible to gate out this reflected light and; by 
properly timing the shutter, range into the tissue. 

Fujimoto et al. (5) have succeeded in ranging through biological 
samples with a 15-km spatial resolution through the use of femto- 
second optical pulses. A 65-fsec optical pulse was divided into a 
reference and a probe pulse with a beam splitter. The probe pulse 
was focused onto the sample under study, and the reference pulse 
was focused into a frequency summing crystal along with the light 
reflected from the sample. The reference and the signal were 
correlated in the nonlinear mixing process. The integrated sum 
frequency harmonic energy S as a function of the temporal delay, T, 
between the signal and reference yields the cross-correlation 

where I, is the signal intensity and I, is the reference intensity. 
Since the sum frequency 1s proportional to the product of I, and 

I,, weak signals may be detected by using a comparatively strong 
reference intensity. The detection limit was lo-'. An example of 
ranging through the skin is shown in Fig. 9 (5). The junction 
between the various tissue types is clearly seen. It appears possible 
that this technique may be useful to noninvasively monitor patho- 
logical processes as well as therapeutic laser tissue interactions. 

Fig. 9. Optical ranging mea- 
surement through human 
skin. 
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Conclusion 
The diversity of applications of femtosecond optical pulse tech- 

niques continues to grow. Time is an important coordinate in 
almost any scientific investigation. Optical pulsewidths have moved 
near the limit for investigations in the visible region of the spectrum. 
The major advances to come in this field will be measured by the 
impact on the broad spectrum of science. 
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