
Moreover, in practical stochastic cooling 
systems, the kicker action is far from 
reversible; such systems are therefore 
even less devilish than the demon itself. 

Stochastic Cooling and the 
Accumulation of Antiprotons 

The large project mentioned in the 
motivation of this year's Nobel award in 
physics includes, in addition to the ex- 
periments proper described by Carlo 
Rubbia, the complex machinery for col- 
liding high-energy protons and antipro- 
tons (Fig. 1). Protons (p's) are acceler- 
ated to a momentum of 26 GeVic (where 
GeV is gigaelectron volts and c is the 
velocity of light) in the Proton Synchro- 
tron (PS) machine and are used to pro- 
duce antiprotons (p's) in a copper target. 
The Antiproton Accumulator (AA) ring 
accepts a batch of these with momenta 
around 3.5 GeVIc every 2.4 seconds. 

After, typically, a day of accumula- 
tion, a large number of the accumulated 
p's (-10") are extracted from the AA, 
reinjected into the PS, accelerated to 26 
GeVic, and transferred to the large (2.2- 
km diameter) Super Proton Synchrotron 
(SPS) ring. Just before, 26-GeVic pro- 
tons, also from the PS, have been inject- 
ed in the opposite direction. Protons and 
antiprotons are then accelerated to high 
energy (270 or 310 GeV) and remain 
stored for many hours. They are 
bunched (in three bunches of about 4 
nanoseconds duration each) so that colli- 
sions take place at six well-defined 
points around the SPS ring, at two of 
which experiments are located. 

The process is of a complexity that 
could only be mastered by the effort and 
devotion of several hundred people. 
Only a small part of it can be covered in 
this lecture, and I will speak about sto- 
chastic cooling, a method used to accu- 
mulate the antiprotons. 

Cooling: Why and How 

S.  van der Meer 

the p's are finally stored. The phase 
volume must therefore be reduced and 
the particle density in phase space in- 
creased. On top of this, a large density 
increase is needed because of the re- 
quirement to accumulate many p batch- 
es. In fact, the density in six-dimensional 
phase space is boosted by a factor lo9 in 
the AA machine. 

This seems to violate Liouville's theo- 
rem that forbids any compression of 
phase volume by conservative forces, 
such as the electromagnetic fields that 
are used by accelerator builders. In fact, 
all that can be done in treating particle 
beams is to distort the phase volume 
without changing the density anywhere. 

Fortunately, there is a trick-and it 
consists of using the fact that particles 
are points in phase space with empty 
space in between. We may push each 
particle toward the center of the distribu- 
tion, squeezing the empty space out- 
wards. The small-scale density is strictly 
conserved, but in a macroscopic sense 
the particle density increases. This pro- 
cess is called cooling because it reduces 
the movements of the particles with re- 
spect to each other. 

We can only do this if we have infor- 
mation about the individual particle's 
position in phase space and if we can 
direct the pushing action against the indi- 
vidual particles. Without these two pre- 
requisites, there would be no reason why 
particles rather than empty space would 
be pushed inwards. A stochastic cooling 
system therefore consists of a sensor 
(pick-up), which acquires electrical sig- 
nals from the particles, and a so-called 
kicker, which pushes the particles and 
which is excited by the amplified pick-up 
signals. 

Qualitative Description of 

Betatron Cooling 

The cooling of a single particle circu- 
lating in a ring is particularly simple. 
Figure 2 shows how it is done in the 
horizontal plane. (Horizontal, vertical, 
and longitudinal cooling are usually de- 
coupled.) 

Under the influence of the focusing 
fields, the particle executes betatron os- 
cillations around its central orbit. At 
each passage of the particle a so-called 
differential pick-up provides a short 
pulse signal that is proportional to the 
distance of the particle from the central 
orbit. This is amplified and applied to the 
kicker, which will deflect the particle. If 
the distance between pick-up and kicker 
contains an odd number of quarter beta- 
tron wavelengths and if the gain is cho- 
sen correctly, any oscillation will be can- 
celled. The signal should arrive at the 
kicker at the same time as the particle; 
because of delays in the cabling and 
amplifiers, the signal path must cut off a 
bend in the particle's trajectory. 

In practice, there will not just be one 
particle, but a very large number (for 
example, lo6 or 1012). It is clear that 
even with the fastest electronics their 
signals will overlap. Nevertheless, each 
particle's individual signal will still be 
there and take care of the cooling. How- 
ever, we must now reduce the gain of the 
system, because all the other particles 
whose signals overlap within one system 
response time will have a perturbing 
(heating) effect, as they will in general 
have a random phase with respect to 
each other. Fortunately, the perturbing 
effect is, on average, zero; it is only its 
second-order term that heats (that is, 
increases the mean square of the ampli- 
tude). This is proportional to the square 
of the gain, whereas the cooling effect- 
each particle acting on itself-varies lin- 
early with gain. As illustrated in Fig. 3, 
we may always choose the gain so that 
the cooling effect predominates. 
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Simplified Analysis of 

Transverse Cooling 

I shall now analyze the process out- 
lined above, neglecting several effects 
that will be discussed later. The purpose 
here is to get some feeling about the 
possibilities without obscuring the pic- 
ture with too much detail. 

In the first place, we shall assume a 
system with constant gain over a band- 
width Wand zero gain outside this band. 
A signal passed by such a system may be 
described completely in terms of 2W 
samples per unit time. If we have N 
particles in the ring and their revolution 
time is T,  each sample will, on average, 
contain 

particles. We may now consider the sys- 
tem from two viewpoints: (i) we may 
look at each individual particle and com- 
bine the cooling by its own signal with 
the heating by the other particles; and (ii) 
we may look at the samples as defined 
above and treat each sample as the single 
particle of Fig. 1 ,  which is justified be- 
cause the samples are just resolved by 
the system. 

The two descriptions are equivalent 
and yield the same result. For the mo- 
ment, we shall adopt description (ii). 
Incidentally, the name "stochastic cool- 
ing" originated (2) becauqe from this 
viewpoint we treat a stochastic signal 
from random samples. However, view- 
point (i) is more fundamental; cooling is 
not a stochastic process. 

The pick-up detects the average posi- 
tion of each sample, .i, and the gain will 
be adjusted so that this is reduced to 
zero, so that for each particle x is 
changed into x - .i. Averaging over 
many randomsamples, we see that the 
mean square, x2, is changed into 

- 
T h e r e f o ~ ,  the decrement of x2 per 

turn is R21x2 = lINS, and the cooling rate 
(expressed as the inverse of cooling 
time) is 117 = lINsT. In fact, we have to 
divide this by four. One factor of 2 
occurs because the betatron oscillation is 
not always maximum at the pick-up, as 
shown in Fig. 2. Both at the pick-up and 
at the kicker we therefore lose by a 
factor equal to the sine of random phase 
angle; the average of sin2 is 112. Another 
factor of 2 is needed because it is usual to 
define the cooling rate in terms of root 
mean square (rms) amplitude rather than 
its square. So we have, by the use of Eq. 
1 ,  

This result, although approximative, 
shows that stochastic cooling is not a 
practical technique for proton accelera- 
tors; for a typical accelerator, N ;=: 1013, 
so that even with a bandwidth of several 
gigahertz (GHz) the cooling would be 
much too slow compared to the repeti- 
tion rate. In storage rings, however, the 
available time is longer and sometimes 
the intensity is lower, so that the tech- 
nique may become useful. 

Fig. 1. Overall layout of the proton-antiproton (pp) project. 
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Mixing and Thermal Noise 

In deriving the cooling rate, we as- 
sumed that all samples have a random 
population, without a relation between 
successive turns. The main reason why 
the sample populations change is the 
spread in energy between the particles, 
which results in a revolution frequency 
spread. The particles overtake each oth- 
er and, if the spread of revolution time is 
large compared to the sample duration, 
we speak of "good mixing"; in this case 
the derivation above is valid. In practice, 
it is rarely possible to achieve this ideal 
situation. In particular, with strongly rel- 
ativistic particles, a large spread of revo- 
lution frequency can only be obtained by 
a large spread in orbit diameter. For a 
given aperture, this reduces the momen- 
tum spread that is accepted by the ma- 
chine. 

We may see how bad mixing influ- 
ences the cooling by replacing the cor- 
rection R in the derivation of the cooling 
rate by a smaller amodnt g.i. As a result, 
we find in the same way 

Clearly, this is largest for g = 1 .  
The two terms correspond to the co- 

herent cooling effect (each particle 
cooled by its own signal) and the inco- 
herent heating effect from the other par- 
ticles (3). It is the incoherent heating 
effect that increases with bad mixing, 
because of the relation between samples 
at successive turns. It may also increase 
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Fig. 2 (left). Cooling of the horizontal betatron 
oscillation of a single particle. Fig. 3 
(right). Variation with system gain of the 
coherent cooling and incoherent heating ef- 
fects. 

if thermal noise is added to the signal 
(usually orginating in the low-level am- 
plifier attached to the pick-up). Thus, we 
may define a mixing factor M (with 
M = 1 for perfect mixing) and a thermal 
noise factor U (equal to noise divided by 
signal power) and obtain 

1 W  
- = - [2g - ~J*(M + U)] 
7 2N 

By optimizing g (now <1) we find 

Frequency Domain Analysis 

This qualitative analysis may be made 
much more precise by considerihg the 
process from the standpoint of the fre- 
quency domain instead of the time do- 
main (4, 5). 

Each particle produces in the pick-up 
(considered to be ideal) a delta-function 
signal at each passage. For a sum pick- 
up, where the signal is independent of 
the transverse position, the Fourier 
transformation into the frequency do- 
main results in a contribution at each 
harmonic of the revolution frequency 
(Fig. 4), whereas for a difference pick-up 

the modulatioh by the betatron oscilla- 
tion splits each line into two components 
(5) .  For a collection of many particles 
with slightly different revolution fre- 
quencies, these lines spread out into 
bands, called Schottky bands because 
they represent the noise due to the finite 
number of charge carriers as described 
by Schottky (6). 

The width of these bands increases 
toward higher frequency. The total pow- 
er is the same for each band. The power 
density is therefore lower for the wider 
bands at high frequency up to the point 
where they start to overlap. Beyond that 
point the bands merge and their com- 
bined density is constant with frequency. 
This is illustrated in Fig. 5 for so-called 
longitudinal lines (from a sum pick- 
UP). 

The cooling process may now be seen 
as follows. First, each particle will cool 
itself with its own (coherent) signal. This 
means that at the frequency of each of its 
Schottky lines the phase of the corre- 
sponding sine-wave signal must be cor- 
rect at the kicker so that the kicker will 
exert its influence in the rihht direction. 
Second, the other particles produce ah 
incoherent heating effect at each 
Schottky line proportional to the power 
density of the noise around that line (7). 

Fig. 4. Schottky sig- 
nals in the time and 
frequency domains. 

Time domain 

Thus, only particles with frequencies 
very near to those of the perturbed parti- 
cle will contribute. Any power density 
from thermal noise must, of course, be 
added to the Schottky power density. 

To obtain optimum cooling, one 
should adjust the gain at each Schottky 
band to achieve an optimum balance 
between these two effects. If the bands 
are separated, the low-frequency ones 
have a higher density. This requires a 
lower gain and leads to less cooling for 
these bands. This is exactly the same 
effect that we called "bad mixing" in the 
time domain. At higher frequencies, 
where the bands overlap, we have good 
mixing, and the gain should be indepen- 
dent of frequency. 

Note that the picture given here (that 
is, heating only caused by signals near 
the particle's Schottky frequencies) is 
completely different from the time-do- 
main picture, where it seemed that parti- 
cles in the same sample all contribute to 
the heating, independent of their exact 
revolution frequency. In fact, the latter 
is only true if the mixing is perfect and 
the samples are statistically indepen- 
dent. In the more general case, it turns 
out that both the optimum gain and the 
optimum cooling rate per line are in- 
versely proportional to the density dN1df 
around that line, rather than to the 
total number of particles N. In the time- 
domain treatment, this was expressed by 
the mixing factor M, but the dependence 
of the parameters on frequency was 
lost. 

Yet another mixing effect must be tak- 
en into account so far. While moving 
from the pick-up to the kicker, each 
sample will already mix to a certain 
extent with its neighbors. This harmful 
effect may be described in the frequency 
domain as a phase lag increasing with 
frequency (particles with higher revolu- 
tion frequency arrive too early at the 
kicker, so that their signal is too late). It 
appears quite difficult to cori-ect this by 
means of filters at each Schottky band; 
on the other hand, in practical cases, the 
effect is usually not very serious (8). Frequency domain 

Beam Feedback 

I I 

I Signal I Signal 

Another aspect that should be consid- 
ered in the correct analysis of a cooling 
system is the feedback loop formed by 
the cooling chain and the beam response 
(Fig. 6). Any signal on the kicker will 
modulate the beam coherently (in posi- 
tion for a transverse kicker, in energy 
and density for a longitudinal one). The 
modulation is smoothed by mixing, but 
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some of it will always remain at the pick- 
up, closing the feedback loop. 

The beam response is a well-known 
effect from the theory of instabilities in 
accelerator rings. For the purposes of 
cooling, because the points of excitation 
and detection are separated in space (5, 
9), the treatment is slightly different. 
This is not the place to discuss the de- 
tails; it may, however, be said that the 
response as a function of frequency can 
be calculated if the particle distribution 
versus revolution frequency js given as 
well as some of the ring parameters. 

It is found that, for separated Schottky 
bands with negligible thermal noise, the 
optimum gain for cooling corresponds to 
an open-loop gain with an absolute value 
of unity and that the phase angle of the 
amplifier chain response must be oppo- 
site to the phase of the beam response 
(8). As a result, in the center of the 
distribution the'optimum loop gain be- 
comes -1 for transverse cooling. The 
coherent feedback will then halve the 
amplitude of the Schottky signals as 
soon as the system is switched on. This 
is a convenient way of adjusting the gain; 
the correct phase may be checked by 
interrupting the loop somewhere and 
measuring its complete response with a 
network analyzer (10). 

Longitudinal Cooling 

So far, I have mainly discussed trans- 
verse cooling, that is, reducing the beta- 
tron oscillations. Longitudinal cooling 
reduces the energy spread and increases 
the longitudinal density. This process, as 
it turns out, is most important for accu- 
mulating antiprotons. 

One method of longitudinal cooling 
[sometimes called "Palmer cooling" 
(ll)] is very similar to the one of Fig. 2. 
Again, we use a differential pick-up, now 
placed at a point where the dispersion is 
high, so that the particle position de- 
pends strongly on its momentum. The 
kicker must now give longitudinal kicks. 

A dilTerent method is to use a sum 
pick-up (Fig. 7) and to discriminate be- 
tween particles of different energy by 
inserting a filter into the system [the 
"Thorndahl method" (12)l. This works 
because the Schottky frequencies of par- 
ticles with different energy are different; 
the filter must cause a phase change of 
180" in the middle of each band, so that 
particles from both sides will be pushed 
toward the center. Such a filter may be 
made by using transmission lines whose 
properties vary periodically with fre- 
quency. The simple filter shown in Fig. 

8a may serve as an example. The line, 
shorted at the far end, behaves as a 
short-circuit at all resonant frequencies, 
which may be made to coincide with the 
centers of the Schottky bands. Just 
above these frequencies the line behaves 
as an inductance, just below as a capaci- 
tance; thus, the phase jump of 180" is 
achieyed (Fig. 8b). For relativistic parti- 
cles, the length of the line must be equal 
to half the ring's circumference. More 
complicated filters, with several lines or 
active feedback circuits, may sometimes 
be useful (10). 

The advantage of the filter method, 

Frequency 

especially for low-intensity beams, is 
that the attenuation at the central fre- 
quencies is now obtained after the pre- 
amplifier, instead of before it as with a 
difference pickup. The signal-to-noise ra- 
tio is therefore much better. Also, at 
frequencies below about 500 megahertz 
(MHz) where ferrites may be used, sum 
pickups may be made much shorter than 
differential ones, so that more may fit 
into the same space. This again gives a 
better signal-to-noise ratio. Of course, 
for filter cooling to be practical, the 
Schottky bands must be separated (bad 
mixing). 

Fig. 5. Longitudinal 
Schottky bands origi- 
nating from a large 
group of particles 
with slightly different 
revolution frequen- 
cies. Ai' high frequen- 

n -, cies the bands over- 
lap. 
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Fig. 6 (left). Beam feedback effect. The loop is 
closed by the coherent beam response, 
B. Fig. 7 (right). Filter cooling. 

Fig. 8. (a) A simple 
transmission-line fil- 
ter. (b) Amplitude and 
phase response as 
functiops of frequen- 
cy. 
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Pick-ups and Kickers revolution frequency). In fact, the densi- 
ty gradient increases strongly toward the 

Cooling systems often have 
bandwidth, with the highest 
equal to twice the lowest one 

an octave 
frequency 
. Pick-ups 

with a reasonably flat response may con- 
sist of coupling loops that are a quarter 
wavelength long in the middle of the 
band (Fig. 9a). At the far end, a matching 
resistor equal to the characteristic im- 
pedance prevents reflections (or, seen in 
the frequency domain, ensures a correct 
phase relationship between beam and 
signal). Two loops at either side of the 
beam may be connected in common or 
differential mode for use as a sum or 
differential pick-up. The same structure 
may function as pick-up or kicker. Sum 
pick-ups or kickers may also consist of a 
ferrite frame with one or more coupling 
loops around it (Fig. 9b). 

At high frequencies (typically >1 
GHz), slot-type pick-ups or kickers (13) 
become interesting (Fig. 10). The field 
from the particles couples to the trans- 
mission line behind the slots. If the latter 
are shorter than Al2, the coupling is weak 
and the contributions from each slot may 
all be added together, provided the ve- 
locity along the line is eq,ual to the parti- 
cle velocity. 

The signal-to-noise ratio at the pick- 
ups may be improved by using many of 
these elements and adding theii- output 
power in matched combiner circuits. A 
further improvement may be obtained by 
cryogenic cooling of the matching resis- 
tors or the preamplifiers. 

Using many kickers reduces the total 
power required. The available power is 
sometimes a limitation to the cooling rate 
that may be obtained. 

Accumulation of Antiprotons; 

Stochastic Stacking 

It is now possible to explain how the 
antiproton accumulator works. It 
should, however, be made clear that 
stochastic cooling is not the only method 
available for this purpose. In fact, in 
1966, Budker (14) proposed a pp collider 
scheme where the cooling was to be 
done by his so-called electron cooling 
method. A cold electron beam superim- 
posed on the p beam cools it by electro- 
magnetic interaction (scattering). We 
originally also planned to use this idea; it 
turns out, however, that it requires parti- 
cles with low energy to work well with 
large-emittance beams. An additional 
ring to decelerate the antiprotons would 
then have been needed. The simpler sto- 
chastic method, using a single ring at 
fixed field was preferred. 

Fig. 10. Slot-type pick-up or kicker. One end 
of the transmission line is terminated with its 
own characteristic impedance. 

In Fig. 11 we see how the particle 
density depends on revolution frequency 
(or energy, or position of the central 
orbit; the horizontal axis could represent 
any of these). On the right is the so- 
called stack, that is, the particles that 
have already been accumulated. On the 
left is the low-density beam that is inject- 
ed every 2.4 seconds. The latter is sepa- 
rated in position from the stack in those 
regions of the circumference where the 
dispersion of the lattice is large. In such 
a place the injection kicker can therefore 
inject these particles without kicking the 
stack. Also, the pick-ups and kickers 
used for the first cooling operation (lon- 
gitudinal precooling) are placed here so 
that they do not see the stack. They 
consist, in fact, of ferrite frames sur- 
rounding the injected beam. The pick- 
ups are therefore sum pick-ups (200 in 
total, each 25 mm long in beam direction) 
and the Thorndahl type of cooling, with a 
filter, is used (15). The distribution is 
reduced in width by an order of magni- 
tude within 2 seconds. The number of 
antiprotons involved is about 7 x lo6; 
the band used is 150 to 500 MHz. 

After this precooling, one leg of the 
ferrite frames is moved downwards by a 
fast actuator mechanism (16) so that the 
precooled beam can be bunched by radio 
frequency (RF) and decelerated toward 
the low-frequency tail of the stack (Fig. 
11). The whole process, including the 
upward movement of the "shutter" to 
restore the pick-ups and kickers, takes 
400 milliseconds. The RF is then slowly 
reduced (17) so that the particles are 
debunched and deposited in the stack 
tail. 

They must be removed from this place 
within the next 2.4 seconds because 
Liouville's theorem prevents the RF sys- 
tem from depositing the next batch at the 
same place without simultaneously re- 
moving what was there before. A further 
longitudinal cooling system, which uses 
the 250 to 500 MHz band, therefore 
pushes these particles towards higher 
revolution frequencies, up against the 
density gradient (18). 

This so-called stack tail system should 
have a gain that depends on energy (or 

stack core (note the logarithmic scale), 
and the gain for optimum cooling should 
vary inversely with this. We achieve this 
by using as pick-ups small quarter-wave 
coupling loops, positioned underneath 
and above the tail region, in such a place 
that they are sensitive to the extreme tail 
but much less to the faraway dense core. 
This results in a bad signal-to-noise ratio 
for the region nearer to the core. There- 
fore, two sets of pick-ups are used, each 
at a different radial position and each 
with its own preamplifier and gain ad- 
justment. With this setup we obtain fast 
cooling at the stack edge, where the 
particles are deposited, and slow cooling 
at the dense core, where we can afford it 
because the particles remain there for 
hours. 

A problem is that the tail systems must 
be quite powerful to remove the particles 
fast enough. As a result, their kickers 
will also disturb the slowly cooled stack 
core (the Schottky signals do not overlap 
with the core frequencies, but the ther- 
mal noise does). The problem exists be- 
cause the kickers must be at a point 
where the dispersion is zero to prevent 
them from exciting horizontal betatron 
oscillations. They therefore kick all par- 
ticles (tail or core) equally. 

We have found a solution by using 
transmission-line filters as described 
above to suppress the core frequencies 
in the tail cooling systems. These filters 
also rotate the phase near the core region 
in an undesirable way; this does not 
matter, however, because the cooling of 
the core is done by a third system of 
larger bandwidth (1 to 2 GHz). 

While the particles move towards the 
core, they are also cooled horizontally 
and vertically, first by tail cooling sys- 
tems, then by 1- to 2-GHz core systems. 
In the general view of Fig. 12, some of 
the transmission lines that transport the 
signals from the pick-ups to the kickers 
may be seen. 

When the stack contains a sufficient 
number of antiprotons (typically 2 x 
lo"), a fraction of these (-30 percent) is 
transferred to the PS and from there to 
the SPS machine. This is done by bunch- 
ing a part of the stack, of a width that 
may be adjusted by properly choosing 
the RF bucket area (19). These are accel- 
erated until they are on the same orbit 
where normally particles are injected. 
They can then be extracted without dis- 
turbing the remaining stack. This pro- 
cess is repeated (at present three times); 
each time, one RF bucket of the SPS is 
filled. The remaining p's form the begin- 
ning of the next stack. 

SCIENCE, VOL. 230 



Design of Longitudinal Cooling Systems; 

Fokker-Planck Equation 

The main difference between trans- 
verse and longitudinal cooling systems is 
that the latter will change the longitudi- 
nal distribution on which the incoherent 
(heating) term depends as well as effects 
such as the beam feedback. This compli- 
cates the theory; still, everything can be 
calculated if all parameters are given. 

. It is convenient to define the flux cb as 
the number of particles passing a certain 
energy (or frequency) value per unit 
time. It may be shown (5) that 

+ = F Q  - ~ a w a f o  (5) 
where Q is the density dNldfo and F and 
D are slowly varying constants that de- 
pend on various system parameters as 
well as on the particle distribution. The 
first term represents the coherent cool- 
ing, the second one the incoherent (diffu- 
sion) effect that has the effect of pushing 
the particles down the gradient under the 
influence of perturbing noise. 

By using the continuity equation 

to express that no particles are lost, we 
find the Fokker-Planck-type equation 

that allows us to compute the evolution 
of the density versus revolution frequen- 
cy fo and time, given the initial distribu- 
tion. The particles deposited at the edge 
are introduced as a given flux at that 
point. 

The constants F and D depend on 
many system parameters (pick-up and 
kicker characteristics, amplifier gain, fil- 
ter response, beam distribution, and so 
on). Their value is found through sum- 
ming the contributions of all Schottky 
bands. Analytic solutions of Eq. 6 do not 
exist in practice, and a complicated nu- 
merical treatment is indicated. 

Such calculations resulted in the de- 
sign of the antiproton stacking system. 
At the time this was done, tests in a small 
experimental ring (ICE) had confirmed 
the cooling in all planes at time scales of 
the order of 10 seconds. However, it was 
not possible to check the stacking sys- 
tem (increasing the density by four or- 
ders of magnitude) in any way, and it 
may be argued that we took a certain risk 
by starting the project without being able 
to verify this aspect. Fortunately, every- 
thing behaved according to theory and, 
although the number of p's injected is 
smaller than was hoped for by a factor of 
3.5, the cooling works largely as expect- 
ed. 

15 NOVEMBER 1985 

Fig. 11. Density dis- 
tribution as a function 

S'ack of revolution frequen- core cy in the AA. On the 
right is the stack; on 

Precooled the left is the newly 
injected batch, before 
and after precooling. 

Revolution frequency 

Fig. 12. View of the AA ring before it was covered by concrete slabs. The silvered material 
around the vacuum tanks is insulation, needed because everything may be heated to 300°C to 
obtain ultrahigh vacuum. The transmission lines crossing the ring and carrying the cooling 
signals are also shown. 

Fig. 13. The new CERN Antiproton Collector (ACOL) being constructed around the AA. The 
ACOL ring will increase the stacking rate by an order of magnitude. The stack will still be kept 
in the AA ring. 
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Other Applications of Stochastic 

Cooling; Future Developments 

At present, stochastic cooling is used 
at CERN in the AA ring and in the Low 
Energy Antiproton Ring (LEAR) where 
the p's may be stored after deceleration 
in the PS. Before the Intersecting Stor- 
age Rings (ISR) were closed down last 
year, they also used the antiprotons and 
contained cooling equipment. 

In the SPS where the high-energy col- 
lisions take place, cooling would be at- 
tractive because it would imvrove the 
beam lifetime and might decrease its 
cross section. However, a difficulty is 
formed by the fact that the beam is 
bunched in this machine; the bunches 
are narrow (3 or 4 nanoseconds). In fact, 
owing to the bunching, each Schottky 
band is split into narrow, dense satellite 
bands, and the signals from different 
bands are related (20). Nevertheless, a 
scheme is being considered that might 
improve the lifetime to a certain extent 
(21). 

In the United States, a p accumulator 
complex similar to the one at CERN and 
also using stochastic cooling is being 
constructed (22). This machine is expect- 

ed to have a stacking rate an order of 
magnitude higher than the one at CERN, 
because it uses a higher primary energy 
to produce the antiprotons and higher 
frequencies to cool them. 

In the meantime, we are building a 
second ring at CERN, surrounding the 
present accumulator (Fig. 13) with a sim- 
ilar performance. It will have stronger 
focusing, thereby increasing both trans- 
verse acceptances by at least a factor of 
2 and increasing the longitudinal one by a 
factor of 4. The increased focusing 
strengths will diminish the mixing; con- 
sequently, higher frequencies (up to 4 
GHz) will be used for cooling. The pre- 
sent AA will be used to contain the stack 
and its cooling systems will also be up- 
graded. 
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tightly regulated recombination system 
that is particularly amenable to analysis 
of these questions. We show here that 
viral integration and excision make 
asymmetric use of protein binding sites 
and display marked differences in their 
dependence on the concentration of the 
relevant proteins. The two recombina- 
tions occur along discrete pathways that 
are different in several ways, some of 
which generate a mechanism for growth 
phase-dependent control of recombina- 
tion. 

During establishment of lysogeny, in- 
tegrative recombination between a 250- 
base pair (bp) site on the phage chromo- 
some (attP) and a 25-bp site on the 
bacterial chromosome (attB) yields an 

integrated prophage bounded by two 
prophage att sites, attL and attR (Fig. 1) 
(1,2). The apparent reversal of this reac- 
tion leads to excision of the prophage by 
recombination between attL and attR to 
regenerate attP and attB. The exchange 
of DNA strands is accomplished by a 7- 
bp staggered cut in each recombining 
partner within a region that is homolo- 
gous in all four att sites (3). DNA homol- 
ogy within, but not beyond, the 7-bp 
overlap region is crucial for recombina- 
tion, which is thought to proceed 
through a cruciform (or "Holliday") in- 
termediate via a set of closely coupled 
strand exchanges (4-7). 

Integrative recombination is executed 
by the phage-encoded protein integrase 
(Int) along with the bacterially encoded 
protein IHF (integration host factor). 
The integrase, Int, can bind sites flank- 
ing the overlap region in all four att sites 
(8). When bound at these "core-type" 
sites, Int effects strand exchange by 
nicking and ligating the DNA, one strand 
at a time (7), in the absence of any added 
energy source (9). It also binds several 
sites in the arm regions of attP. Because 
the consensus sequence for these arm- 
type sites differs from that of the core- 
type sites, Int is postulated to have two 
distinct DNA binding domains (10). Al- 
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