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Time-Resolved Electron 
Energy Loss Spectroscopy 

T. H. Ellis, L. H. Dubois, S. D. Kevan, M. J .  Cardillo 

In the past two decades, powerful 
techniques have been developed to study 
in detail the static properties of simple, 
well-defined surfaces. A good founda- 
tion is now being laid in understanding 
surface geometries, electronic struc- 
tures, and vibrational frequencies (1-3). 
The elucidation of elementary surface 
rate processes is a more complex en- 
deavor, however, and less progress has 
been made toward this goal (4-6). De- 
spite the fact that numerous technologi- 
cally important processes such as elec- 
tronic materials growth and processing, 
heterogeneous catalysis, and corrosion 
are governed by surface kinetics, a suit- 
able surface probe of rate processes that 
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possesses sufficient dynamic range and 
chemical sensitivity to yield useful kinet- 
ic information has not yet been devel- 
oped. 

Two recent developments in the ex- 
perimental technique of electron energy- 
loss spectroscopy (EELS)-dispersion 
compensation (7) and parallel detection 
( 8 b h a v e  led to the measurement of 
surface vibrational spectra with a signal 
strength several orders of magnitude 
higher than the strength in conventional 
systems. This increased signal strength 
permits the measurement of the rates of 
surface Drocesses on the millisecond 
time scale, thereby making possible 
time-resolved EELS (TREELS). 
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The exploitation of TREELS will sig- 
nificantly expand the capabilities of both 
thermal desorption spectroscopy and 
molecular-beam surface scattering. These 
latter techniques have provided useful 
kinetic information in the past ( 4 4 ,  but 
they have been limited to detection of 
gas-phase products only (that is, they 
observe the final result of a series of 
elementary reaction steps on the surface 
rather than the individual steps them- 
selves). 

While the possibilities presented by 
TREELS are as broad as chemistry it- 
self, four of them have special relevance 
to both fundamental and applied re- 
search: 

1) Time-resolved adsorption studies 
can measure the dynamic properties of 
metastable precursor and nonequilibri- 
um adsorption states, as well as the 
dependence of the sticking probability 
on the incident particle and substrate 
properties (9-12). In addition, sensitive, 
time-resolved studies will allow investi- 
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gations of the pervasive effects of defects 
and adsorbate interactions encountered 
in the adsorbed state and in the desorp- 
tion process leading to kinetic nonlinear- 
ities and compensation effects associated 
with phase transitions (13, 14). 

2) Studies of unimolecular decompo- 
sition have been fundamental in estab- 
lishing, in the gas phase, the nature of 
intramolecular energy flow and of bond- 
breaking in chemical events (15, 16). 
Such studies will likely play a compara- 
ble role in establishing the nature of 
these processes on surfaces. The goal is 
to characterize the various decomposi- 
tion pathways by identifying transient 
intermediates and measuring their life- 
times. 

3) A real-time characterization of sim- 
ple reactive events between adsorbed 
species can provide a wealth of funda- 
mental information concerning the role 
of transient species and elementary reac- 
tion pathways on a surface. It will be 
possible to investigate the effect on such 
reactions of surface topography, defects, 
promoters and inhibitors, and composi- 
tion. 

4) The fundamental processes under- 
lying the growth of crystals and materials 
involve both surface diffusion and the 
kinetics of bond-breaking or bond-form- 
ing (17-20). The details of these process- 
es are virtually unknown and underlie a 
variety of technologically important pro- 
cesses. 

Any surface process can be separated 
into three generic steps (5): (i) adsorption 
of reactants from the gaseous ambient, 
(ii) reaction on the surface, and (iii) de- 
sorption of the products. The principal 
benefit of TREELS is to allow investiga- 
tors to obtain a detailed, fundamental 
understanding of the reaction pathways 
and rates involved in the second step. To 
attain this understanding, it is essential 
to control and monitor the other two 
steps as well. This leads to the natural 
coupling of time-resolved surface spec- 
troscopy both to a molecular beam, for 
preparing well-defined reactants, and to 
either a mass spectrometer or laser, for 
monitoring products. Although several 
experimental configurations are possi- 
ble, we use the molecular beam to define 
the temporal waveform of the reactants. 
The rate processes on the surface alter 
the waveforms of adsorbates, surface 
intermediates, and products, and these 
altered waveforms are then detected by 
EELS. Analysis of the TREELS data 
using suitable theoretical models yields 
the desired surface kinetic information. 
The desorption distributions detected with 
a laser or mass spectrometer complete the 
description of the surface chemistry. 
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The choice of EELS to monitor the 
second step is dictated by both its high 
signal-to-noise level and the intrinsic 
chemical sensitivity of vibrational spec- 
troscopy (3). Standard EELS spectrome- 
ters yield adequate spectra after signal 
averaging for 1 to 3 seconds at a single 
loss frequency. The instruments used in 
TREELS studies improve on this by 
about two orders of magnitude (7, 8). An 
achievable time resolution in all three 
experimental steps (adsorption, surface 
reaction, and desorption) is thus of the 
order of milliseconds. Attainment of 

been elastically scattered and those that 
have excited a vibrational mode of the 
sample. 

The standard EELS spectrometer op- 
erates in a serial fashion (3). Electrons 
from a hot cathode are made monochro- 
matic by an electrostatic deflector, im- 
aged to and from the sample by electro- 
static lenses, analyzed by a second de- 
flector, and finally detected individually 
with an electron multiplier (Fig. la). A 
spectrum is recorded by varying the ana- 
lyzer energy relative to that of the mono- 
chromator. 

Summary. Two recent instrumental improvements in high-resolution electron 
energy loss spectroscopy make possible the recording of complete surface vibrational 
spectra on the millisecond time scale. This is the first spectroscopic probe capable of 
directly measuring fundamental surface rate processes in real time with a resolution 
less than or equal to 1 millisecond. Such measurements are the key to understanding 
surface kinetics at the molecular level. This article summarizes experiments on the 
adsorption and decomposition of formic acid on Cu(100) to investigate the tempera- 
ture and coverage dependence of the formate intermediate. Other results are cited 
that provide a detailed description of the decomposition of methanol on Ni(1 lo). Also 
reported are direct measurements of the residence time of carbon monoxide on 
Cu(100) and the associated desorption kinetics. 

such resolution will open to study, for 
example, the regime of activated surface 
processes. 

Although in principle a specific acti- 
vated process can be examined on any 
given time scale by simply choosing an 
appropriate temperature, a dynamic 
process is rarely dominated by one kinet- 
ic event over a rate change of several 
orders of magnitude. A typical rate pro- 
cess consists of many elementary dy- 
namic steps, each of which may have 
different temperature and concentration 
dependences. As the time domain of the 
measurement is shortened, the various 
fundamental components of the rate 
process are revealed. The long-time res- 
olution limit is imposed by sample and 
spectrometer stability. Thus, the time 
range achieved in the TREELS instru- 
ments discussed here, 1 millisecond to 1 
hour, represents the first stage in charac- 
terizing those processes that underlie 
surface chemistry. 

EELS Instrumentation 

The EELS experiment is qualitatively 
similar to a Raman light-scattering ex- 
periment (21). In both techniques, as 
monochromatic a beam of particles as 
possible (electrons in EELS and photons 
in Raman) is produced and scattered 
off a sample. The energy of the scat- 
tered beam is then analyzed to differenti- 
ate between the particles that have 

As in a Raman experiment, the most 
obvious way to increase signal strength 
in such experiments is to introduce par- 
allel processing. One way to do that is to 
use parallel detection of electron ener- 
gies with a position-sensitive detector 
located at the exit plane of the analyzer. 
Signal strength is increased in direct pro- 
portion to the total energy range detect- 
ed. This procedure, currently popular in 
other electron spectroscopies (22, 23), 
has recently been introduced into EELS 
instrumentation (8). Results obtained 
with this design will be presented in the 
next section. 

A more subtle parallel-processing 
technique, which is generally inapplica- 
ble to Raman spectroscopy, makes use 
of the parallel scattering of electrons off 
the sample over a range of energies (7). 
Because of the inherent limitations of 
space-charge effects in electrostatic 
monochromators, the signal enhance- 
ment achieved with this technique will 
have a greater than linear functional de- 
pendence on the energy spread of the 
scattered electrons (3). The potential ex- 
ists for achieving signal enhancements at 
least two orders of magnitude better than 
can be obtained with standard designs. 
In addition, these two types of parallel 
processing are not mutually exclusive, 
and they will be combined in new, more 
advanced machines. 

The technique used to achieve scatter- 
ing at parallel incident energies, called 
dispersion compensation, has been de- 



scribed in detail (7). To understand how 
it works, one must first recall that elec- 
trostatic deflection analyzers operate by 
converting a spread in electron energies 
at the entrance slit to a spread in space at 
the exit plane (like light passing through 
a prism). Figure l a  shows how conven- 
tional EELS uses this property. A slit 
placed at the exit plane of the monochro- 
mator serves to select a narrow energy 
distribution from the broad energy 
spread at the filament. 

distribution across a single slit and detec- 
tor. The improvement made by Ho (8) 
was to replace the single slit at the ana- 
lyzer exit with a detector array. Signal is 
gained in direct proportion to the number 
of detectors employed. Note that the 
final spectrometer resolution is related to 
the spatial spread of the peaks at the exit 
plane. This is determined both by the 
energy spread of the beam incident on 
the sample and by the resolving power of 
the analyzer: 

When the electrons scatter from the EIAE = sector radiuslslit width 
surface, a new energy spread is created, 
and this is the electron energy loss spec- In the dispersion-compensation tech- 
trum that is to be measured. The ana- nique (Fig. lb), there is no exit slit after 
lyzer disperses this energy distribution the monochromator so that the energy 
across its exit plane. The spectrum is spread of the filament is dispersed across 
then measured by sweeping the energy the sample. The sample is located at the 

Monochromator Analyzer Monochromator Analyzer 

surface ia rfia 
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Fig. I .  Schematic diagrams of (a) a conventional high-resolution EELS system and (b) a 
spectrometer based on the principle of dispersion compensation (7). The lower panels show 
both the energy and the spatial profiles of the electron beam at the four numbered points along 
its path: (1) monochromator entrance, (2) monochromator exit, (3) analyzer entrance, and (4) 
detector. The peaks labeled "EM and "I" refer to elastically and inelastically scattered 
electrons, respectively. The scale changes along the vertical axis as the electrons traverse the 
spectrometer. The losses are due both to the slits (s) and to the low reflectivity of most samples. 
The dispersion compensation design greatly enhances the signal level, which is proportional to 
the square of the energy spread, but does not degrade the resolution, which is proportional to 
the spatial spread. 

focus points of both the monochromator 
and the analyzer. The analyzer now per- 
forms two functions. In the instrument 
configuration shown in Fig. lb,  the ana- 
lyzer works partly like a monochromator 
in reverse (these devices are equivalent 
in the forward and backward directions). 
It therefore focuses the spatial spread 
established by the monochromator at the 
sample to a single point at the exit plane 
of the analyzer. At the same time, it 
spatially disperses the energy spread of 
the electrons scattered inelastically from 
the surface. Therefore, the fraction of 
the entire incident energy distribution 
that is shifted by a constant amount, -hv 
(where h is Planck's constant and v is the 
vibrational frequency of the species ex- 
cited on the surface), will be focused to a 
single point at the analyzer exit plane, 
but it will be displaced by a constant 
amount from where the elastic beam is 
focused. 

Spectra are recorded simply by scan- 
ning the analyzer pass energy. The final 
energy resolution is determined only by 
the spatial spread at the exit plane. This 
is related to instrumental considerations 
(slit and sector sizes) and, to the first 
order, is independent of the energy 
spread at the sample. Thus, the spec- 
trometer can be designed to have a reso- 
lution comparable to that of convention- 
al EELS instruments but, because of the 
larger energy spread of the incident 
beam, a greatly enhanced intensity. The 
maximum intensity is limited by space- 
charge effects and is proportional to the 
square of the energy spread at the sam- 
ple. 

In summary, the EELS experiment is 
being performed at many energies simul- 
taneously. The dispersion-compensation 
technique disperses the electrons of each 
incident energy to a separate part of the 
surface. At each point an EELS experi- 
ment is performed with an elastic peak of 
different but well-defined absolute ener- 
gy. In effect, this technique adds all of 
these spectra together at the output of 
the analyzer by focusing each elastic 
peak to the same point in space, indepen- 
dent of its absolute energy. 

In an attempt to demonstrate the capa- 
bilities of dispersion compensation in 
EELS instrumentation, a prototype was 
constructed that is essentially a realiza- 
tion of the schematic in Fig. lb,  with a 
total scattering angle of 120". To control 
second-order aberrations, a premono- 
chromator was installed before the 
monochromator entrance slit to ~ rov ide  
a source that is more well defined ener- 
getically. As the preliminary results dis- 
cussed below demonstrate, the proto- 
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type has been a success. Signal intensi- 
ties are routinely two orders of magni- 
tude greater than those attained with 
conventional designs. 

Experimental Results and Discussion 

Clearly, the improvement made to 
EELS through the use of the dispersion 
compensation technique is the large en- 
hancement of the signal at a given loss 
energy. In practice, elastic peak-count 
rates in excess of 10' sec-' have been 
obtained from clean Cu(100) and Ni(ll1) 
surfaces, and rates greater than lo6 sec-I 
from the CO stretching mode on these 
surfaces (7, 24). The measured resolu- 
tion is 12 millielectron volts (meV) [full 
width at half maximum (fwhm) of the 
elastic peak], although in principle the 
design resolution is slightly better than 
this. By comparison, typical signal 
counts in a conventional EELS system 
are 2 x 10' to 5 x 10' sec-' in the elas- 
tic peak, with no more than lo4 sec-' in a 
loss peak. The resolution generally var- 
ies between 4 and 10 meV (fwhm) (3). 

The ultimate time resolution of this 
apparatus depends both on the number 
of loss energies that need to be scanned 
to make a measurement and on the inten- 
sity of each energy-loss peak. Figure 2, 
for example, shows a series of EELS 
spectra of a surface formate species on 
Cu(100), indicating that only three rela- 
tively intense modes need to be studied 
to identify this species (25). The signal- 
to-noise ratio obtained at a measurement 
rate of 1 to 10 msec per loss energy is 
high enough that an entire 100-point 
spectrum can be recorded in 100 msec. 
For experiments in which the intensity of 
a single peak provides sufficient informa- 
tion (for example, coverage), a time res- 
olution of 1 msec is possible in a single, 
nonrepetitive experiment. If the experi- 
ment can be repeated, faster time scales 
or lower coverages can be explored by 
using signal averaging. 

Following is a discussion of three ex- 
periments that illustrate different ways of 
using this improved EELS time resolu- 
tion. In the case of formic acid adsorbed 
on Cu(100), the ability to record spectra 
while dosing, heating, or cooling a sam- 
ple on reasonable time scales was used 
to study the orientation of a surface 
formate species (26). In the second ex- 
ample, a result from Ho and his col- 
leagues (8, 27) is presented which illus- 
trates how the combination of tempera- 
ture-programmed desorption (TPD) with 
TREELS provides a detailed description 
of the dissociation kinetics of methanol 

(CH30H) on Ni(ll0). Finally, the third 
example is a direct measurement of the 
mean residence time and thereby the 
desorption kinetics of CO on Cu(100) 
using a combination of TREELS and a 
pulsed molecular beam (28). 

Orientation of the surface formate 
species on Cu(100) (26). On most metal 
and metal-oxide surfaces, the dissocia- 
tion of formic acid (HCOOH) proceeds 
by the formation of a surface formate 
species. This species is stable over a 
fairly wide temperature range (29-31). In 
many cases, EELS studies have shown 
that the formate is tilted (that is, has 
nonequivalent 0-Cu bonds) at low tem- 
perature (25, 32, 33) but is aligned along 
the surface normal (has equivalent 0-Cu 
bonds) at higher temperatures (25, 26, 
29-35). These observations were made 
by dosing either a clean or an oxygen- 
covered surface with formic acid at low 
temperature and then annealing to vari- 
ous temperatures. The tilting transition 
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Fig. 2. High-resolution EELS spectra of a 
mixed layer of surface formate (from the 
decomposition of formic acid) and adsorbed 
CO on a Cu(100) single-crystal surface. Spec- 
tra were run at three different scan rates to 
demonstrate the ability of the dispersion-com- 
pensation technique (Fig. lb) (7) to measure 
surface vibrational spectra with a high signal- 
to-noise ratio under transient conditions. 
None of these spectra have been signal-aver- 
aged or smoothed. The elastic peak (lower 
left) has a full width at half maximum of 16 
meV, and the scale is expanded 200 times so 
that the energy loss spectrum can be ob- 
served. Mode assignments are listed at the top 
of the figure. 

has been suggested to be reversible on 
Cu(100) (25, 34). In those studies the 
aligned formate was observed to return 
to the tilted conformation after cooling 
and waiting for approximately 20 min- 
utes. 

We have studied these orientation ef- 
fects with TREELS by making measure- 
ments dynamically while heating, cool- 
ing, and dosing the sample (26). We find 
that the tilting is in fact not reversible 
under ultrahigh-vacuum conditions; tilt- 
ing can be obtained only by re-dosing the 
crystal with formic acid while cooling, 
and the rate of tilting increases with 
increasing dosing pressure. We note that 
in the range of 5 x 10-lo t o n ,  a surface 
can be re-dosed with a monolayer of 
background gas in approximately 30 min- 
utes. 

We have also observed that when dos- 
ing a clean surface with formic acid, at a 
temperature where the high-coverage 
formate is tilted, the first low-coverage 
formate observed is not tilted. Only at 
higher coverages does the tilted confor- 
mation appear. Although a time resolu- 
tion of the order of 1 msec was not 
required for these studies, the ability to 
record a complete vibrational spectrum 
every few seconds has allowed us to 
follow this process in great detail 

A complete study of this system will 
be published elsewhere (26); meanwhile, 
it is appropriate to state its conclusion 
that the tilting is in fact a high-coverage 
phase change. Similar phase changes are 
also seen for other, longer chain (C2 to 
C6) acids (36). 

Decomposition of CH30H on Ni(ll0) 
(8, 27). The TREELS apparatus de- 
signed by Ho and his colleagues (8, 27) 
uses parallel detection at the output to 
record up to 96 loss energies simulta- 
neously. Although this approach alone 
does not improve the signal rate for any 
specific loss event, it does provide a real 
time observation of the interconversion 
of chemical species on a surface as a 
chemical process occurs. 

This technique was successfully ap- 
plied to the study of CH30H decomposi- 
tion on Ni(1 lo). In Fig. 3, we reproduce 
results from this study. After a CH30H 
dose at low temperature, the surface 
temperature was increased linearly at a 
rate of 0.73 K per second; the adsorbate 
subsequently decomposed with the 
eventual desorption of products. The 
temporal development of the adsorbed 
species was followed with the parallel 
processing EELS spectrometer, whereas 
the desorption products were detected 
with a mass spectrometer. 

On the basis of the observed decay of 
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Fig. 3. Results from 
the studies by Rich- 
ter et al. (27) of 

C H 3 0 H  x 10 the decomposition of 
CH,OH on Ni(ll0) 
with (a) TPD and 
(b) temperature-pro- 
grammed EELS. The 
value of vcn is 238 

I m I heated linearlv at a 

b 
*-s 

e = 0.44 mi 

meV, and thk-value of 
V C H ,  is 362 meV. The 
sample was dosed 
with a saturation 
overlayer at 170K and 

I I I 
200 300 400 

Tempera tu re  ( K )  

VCH, 

e = 0.44 mi 

the CH3 stretching mode from an ad- 
sorbed methoxide (CH30) intermediate 
and the subsequent appearance of ad- 
sorbed CO and desorbed H2, a mecha- 

rate of 0.73 K per sec- 
ond. [Courtesy of El- 
sevier] 

nism for the decomposition was pro- 
posed that included stepwise removal of 
hydrogen from CH30, with abstraction 
of the first hydrogen being the rate- 
limiting step. A quantitative measure of 
the reaction rate constant was obtained 
by varying both the heating rate and the 
initial surface coverage. TREELS and 
TPD are clearly a powerful combination 
for the elucidation of simple surface re- 
action mechanisms. 

Adsorption and desorption kinetics of 
CO and Cu(100) (28). The direct, real- 
time measurement of a surface rate Dro- 
cess in the millisecond time range is the 
goal of TREELS experiments. We have 
now measured the transient signal from 
adsorbed CO on Cu(100) following 
pulsed dosing of the surface at low tem- 
perature. Analysis of the decay of the 
surface CO population gives the desorp- 
tion rate constant, which can be mea- 
sured as a function of both surface tem- 
perature and coverage. In this system 
the loss of energy is known to be inde- 
pendent of coverage, and the loss inten- 
sity is linearly related to coverage over a 
wide range (37, 38). 

We have confirmed that this is also the 
case in our wectrometer. We obtained a 
linear intensity increase at constant dos- 
ing pressure when we normalized the 
loss intensity either to the elastic peak or 

to the background level. In general, how- 
ever, it will be necessary to account for 
nonlinearities by careful normalization 
of peak intensities and of positions as a 
function of coverage. 

To measure accurate desorption kinet- 
ics, a well-resolved time event must be 
created at the surface. In our studies this 
is accomplished by starting with a clean 
copper surface at a given temperature 
and exposing it to a pulsed dose of 
carbon monoxide. When the surface is 
held at a temperature at which the mean 
residence time is greater than a few 
milliseconds, the time evolution of the 
surface coverage can be measured. To 
achieve the fastest time resolution, the 
spectrometer is tuned to the peak of the 
C-0 stretching vibration. To further im- 
prove the signal-to-noise ratio, the 
pulsed dose can be cycled many times. 
Since the pulse shape of the incoming 
dose is known, the resulting signal-aver- 
aged waveform (surface coverage versus 
time) can be deconvoluted to yield the 
desorption rate constant. 

Figure 4 shows both experimental and 
theoretical waveforms for three values of 
the copper substrate temperature. As the 
surface temperature is increased, the CO 
residence time decreases, as shown by 
the faster decay of the adsorbate surface 
coverage. The desorption rate constant 
is derived from the data by assuming first 
order kinetics: 

where S is the sticking coefficient, I(t) is 
the incident flux, kd is the desorption 
rate constant, and n(t) is the time-depen- 
dent surface population. Our present 
pulsed doser has a very sharp rise time 
followed by a long exponential tail so 
that 

I(t) = Ioe-" (2) 

where l / A  2 150 msec. This results in 
the following waveform: 

The first-order desorption rate con- 
stant, kd, was obtained by fitting Eq. 3 to 
the experimental data at each surface 
temperature. The temperature depen- 
dence of the desorption rate constants so 
obtained yields an activation energy and 
preexponential factor that are consistent 
with known values (39). The CO on 
Cu(100) system was chosen for these 
first measurements because of its sim- 
plicity, and therefore the information ob- 
tained so far is not beyond the capabili- 
ties of equilibrium measurements. The 
success of these first measurements, 
however, indicates the possibilities for 
measurements of more complex systems 
in which there are multiple binding sites 
or in which reactions occur. For many of 
these cases, direct real-time studies will 
be able to isolate individual reaction 
steps that otherwise would be inaccessi- 
ble to measurement. In future experi- 
ments the doser will be replaced by a 
differentially pumped molecular beam to 
obtain narrower pulses, which will ex- 
tend the measuring range to faster kinet- 
ics and improve accuracy. 

A significant advantage provided by 
the direct measurement of the surface- 
coverage waveform (rather than mea- 
surement of the scattered-flux wave- 
form) is that the absolute surface cover- 
age is known. This is because EELS 
intensities are often linearly proportional 
to coverage, particularly at low adsorb- 
ate coverage (3). In addition, the maxi- 
mum coverage in the data shown in Fig. 
4 is 4 percent of a monolayer (upper 
trace), and we have the sensitivity to 
measure peak coverages of less than 0.5 
percent (lower trace). This high sensitiv- 
ity makes it possible to study the cover- 
age dependence of adsorption and de- 
sorption kinetics. This can be done by 
using a constant beam to establish an 
initial fixed coverage [n(t) = constant] 
and then using the pulsed beam to pro- 
vide a small increase in that coverage. 
The resulting waveform is characteristic 
of the kinetics at the initial coverage. A 
final advantage of this technique is that 
the normalization of peak intensities is 
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simple, since any changes in spectrome- 
ter performance are expected to be small 
over the small changes in surface cover- 
age probed. 

Another application that makes use of 
the extreme sensitivity of this apparatus 
is to explore changes in kinetics that 
have been observed at very low cover- 
ages. It has been shown (13) that surface 
steps and surface defects may control 
the kinetics in this regime because the 
first molecules that reach the surface will 
diffuse quickly to the strongest binding 
sites. We have some experimental evi- 
dence that suggests that the kinetics of 
desorption of CO from copper are signifi- 
cantly perturbed when these sites are 
blocked (28). Such coverage-dependent 
studies are generally more difficult and 
less direct when using desorption tech- 
niques than when using the TREELS 
techniques involved in Fig. 4. 

Conclusions 

Two recent improvements in EELS 
instrumentation [dispersion compensa- 
tion (7) and parallel detection (8)] have 
been shown to improve the time resolu- 
tion of the EELS technique by several 
orders of magnitude. The prototype ap- 
paratuses that first incorporated these 
innovations have been used to improve 
the time resolution in studies of a variety 
of surface dynamic processes (8, 26-28, 
40). New spectrometers that incorporate 
further improvements are now being de- 
signed and built. One goal is to obtain 
resolution at least as good as that ob- 
tained in conventional high-resolution 
EELS; achieving this goal would, in it- 
self, greatly enhance the versatility of 
EELS. 

The most important development has 
been the ability to make real-time mea- 
surements of surface rate processes. We 
are presently constructing a spectrome- 
ter that will combine dispersion compen- 
sation with parallel detection to provide 
both fast-time resolution and chemical 
sensitivity simultaneously. (The feasibil- 
ity of this combination is indicated in 
Fig. Ib.) In addition, improvements in 
the electron optics should provide even 
more intensity, better resolution, and 
reduced background noise. The spec- 
trometer will be combined with a high- 
intensity molecular beam source and a 
mass spectrometer to detect scattered 
and desorbed molecules. 

The key to understanding surface rate 
processes is the ability to follow them 
from beginning to end. This means that 
(i) well-defined reactants must be pre- 
pared and delivered to the surface, (ii) 
the process must be monitored in real 
time at the surface, and (iii) any gaseous 
products must be detected after desorp- 
tion. Molecular beam techniques have 
been refined to the point where the first 
step is possible, and the detection of 
gaseous products is now well defined 
for both mass spectrometers (to provide 
chemical and kinetic energy information) 
and lasers (to provide internal state in- 
formation). Until now, however, the lack 
of experimental probes with sufficient 

Time (msec) 

Fig. 4. Experimental and theoretical (solid 
line) waveforms recorded while dosing a clean 
Cu(100) surface with a pulsed molecular beam 
of carbon monoxide approximately 150 msec 
wide. Increasing surface temperature (T , )  
clearly decreases both the maximum CO cov- 
erage and residence time (1,). The vertical 
scale indicates the number of counts per chan- 
nel (each channel is 5 msec wide). The rela- 
tively high background level will be removed 
by future spectrometers. The top two traces 
are averages of 200 pulses while the lower 
trace is the average of 600 pulses. 

dynamic range has meant that the second 
step, which is what one wants to mea- 
sure, has been a "black box." TREELS 
is the first technique capable of following 
the complete cycle of a surface rate 
process. This will greatly improve our 
understanding of surface kinetics, an 
area that is both fundamentally and t'ech- 
nologically important. 
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