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The last few years have witnessed the 
increasing application of low-light-level 
(intensified) detectors, video image digi- 
tizers, and digital computers to basic 
research on biological specimens in the 
light microscope. These applications 
have ranged from the kinetic study of 
growth stimulation to three-dimensional 

ponents with dimensions below the dif- 
fraction-limited resolution of the light 
microscope can be visualized; (v) the 
intensity, excitation and emission spec- 
tra, and polarization state of emission 
can be exploited to assess the quantity, 
environment, mobility, and proximity of 
fluorophores used singly or in combina- 

Summary. Developments in microscope, sensor, and image-processing technolo- 
gies have led to integrated systems for the quantification of low-light-level emission 
signals from biological samples. Specificity is provided in the form of monoclonal 
antibodies and other ligands or enzyme substrates conjugated with efficient fluoro- 
phores. Fluorescent probes are also available for cellular macromolecular constitu- 
ents and for free ions of biological interest such as H+ and Ca2+. The entire spectrum 
of photophysical phenomena can be exploited. Representative data are presented 
from studies of DNA conformation and architecture in polytene chromosomes and 
from studies of receptor-mediated endocytosis, calcium distribution, and the organi- 
zation of the contractile apparatus in muscle cells. 

(3D) image reconstruction of macromo- 
lecular assemblies in whole cells. A num- 
ber of spectroscopic phenomena may be 
used for imaging in microscopes (Table 
1). 

This article focuses on fluorescence 
image analysis. Fluorescence imaging 
has a number of advantages for the study 
of biological objects (1,2): (i) a particular 
macromolecule or cellular constituent 
can be selectively visualized in the pres- 
ence of a great excess of other species; 
(ii) quantification is feasible at very low 
concentrations because of the inherent 
sensitivity associated with emission as 
opposed to absorption processes; (iii) 
low excitation intensities can be used to 
elicit a fluorescence signal, thereby pre- 
serving the viability of specimens under 
long-term observation; (iv) cellular com- 

tion; and (vi) functional properties of 
cells and intracellular compartments, 
such as enzymatic activity (3), pH and 
membrane potential (4),  ion and other 
small molecule fluxes (5) ,  and the distri- 
bution and dynamics of intracellular or- 
ganelles (6), can be measured with spe- 
cific fluorescent probes and substrates. 

Other recent advances have laid the 
basis for the field of digital microfluori- 
metric imaging of biological specimens. 
The first has been the development of 
sensitive and specific fluorescent probes 
for and analogs of biological macromol- 
ecules. The most widely applied of these 
probes are monoclonal antibodies (7) di- 
rectly coupled to a fluorophore or used 
in conjunction with fluorescent second- 
ary antibodies. Alternatively, fluores- 
cent analogs (8) produced by direct con- 

jugation of fluorophores to peptides or to 
subunits of macromolecules have been 
used in such studies as the assembly or 
disassembly of cytoskeletal components 
(9) and the dynamics of cell-surface re- 
ceptor modulation (6, 10). It appears that 
fewer than 100 fluorophores can be de- 
tected if clustered so as to constitute 
essentially point sources (6, l l ) ,  thereby 
permitting visualization of a few or even 
single cell surface receptors. The limits 
of sensitivity can be extended with fluor- 
ophore complexes, such as the phyco- 
biliproteins (12), that have quantum effi- 
ciencies and absorption extinction coef- 
ficients of more than IO~M-'  cm-I. A 
second factor is the availability at mod- 
erate cost of fast arithmetic video pro- 
cessors and mass storage devices, as 
discussed below. Finally, there has been 
intensive development of microscope 
systems and sensors, particularly for use 
at the low light levels characteristic of 
biological systems or mandated by the 
need to avoid photodecomposition pro- 
cesses. Although image intensification 
systems have been evolving at a rapid 
pace for almost 20 years (13), it is only in 
the last decade that improvements in 
cost, availability, and performance have 
made them accessible to biologists. 

Hardware Required for the 

Generation of Images 

Clearly, the components that make up 
any specific system for what we desig- 
nate Fluorescence Digital Imaging Mi- 
croscopy (F-DIM) reflect the require- 
ments of the individual research prob- 
lems at hand. The following observations 
are therefore necessarily generaliza- 
tions. 

Optical microscopes. Recent ad- 
vances in microscope design have re- 
flected the advent of (i) new optical 
glasses; (ii) computer-aided optical de- 
sign; (iii) computerized control systems; 
(iv) coherent stationary or scanned light 
sources in the form of continuous wave, 
modulated, and pulsed lasers; and (v) 
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new optical train designs optimized for 
nonvisual sensing. However, the classic 
technologies have not been totally sup- 
planted. Thus for many applications con- 
ventional arc lamp light sources are ade- 
quate or even essential, such as in ex- 
periments in the ultraviolet spectral do- 
main. Modern microscopes tend to be 
modular with many alternative configu- 
rations of the objectives and stages. In- 
verted epi-illumination systems are in- 

creasingly favored, for example in situa- 
tions where the simultaneous acquisition 
of electrophysiological and optical sig- 
nals is desired. Linear or stepping motor 
control of focusing and stage motion 
have been extensively implemented in 
commercial and research instruments. 
Thus, a one-dimensional detector may 
be used to acquire 2D images, provided 
that the object, the light source, the 
detector, or the image (14) is mechanical- 
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Fig. 1. Representative low-light-level image acquisition and processing system (GIPS). The 
input signals derive from either a TV source (video camera or video recorder) or a solid-state 
camera (line-scan or area-scan). In the case of the indicated (upper) inputs, an analog processor 
digitizes the signals and stores them in frame buffers with a resolution of 512 by 512 pixels per 
image or less. If desired, the digitized data can be subjected to real-time pixel transformations, 
such as contrast enhancement by nonlinear scale expansion at high or low video signal levels, 
through input-output tables (LUT). In addition, arithmetic operations (frame summation, 
exponential averaging, and subtraction) with a high-speed processor (ALU) can be performed 
before storage. Subsequent image processing is carried out using the combined resources of a 
microprocessor (LSI-11/73), the ALU, andlor a fast bit-slice processor under control of INCOS, 
an integrated hardware-software system. Other elements not indicated optimize synchroniza- 
tion and timing, control the operations of the video recorder, and map the Q-bus memory. 
Images can reside in the frame buffers, microprocessor memory (RAM), and on soft or hard 
disk (image files). The analog processor also generates a raster display (monochrome and/or 
color, RGB). A second independent camera system (at the time of this writing, not fully 
operational) consists of a CCD area detector coupled to a gateable (nanoseconds to seconds) 
MCP intensifier with an ultraviolet transmitting photocathode and a programmable electron 
gain of up to 5 X lo5. The signals are preamplified, digitized with high resolution and speed (12 
bits, 5 MHz), routed through a pipelined ALU, and stored in memory which is directly 
accessible from the microprocessor bus. In all cases, camera functions are under computer 
control, an essential feature for preventing damage to sensitive elements (intensifiers) and for 
establishing the required timing, synchronization, and gain. Suppliers (indicated by super- 
scripts): (I) Imaging Technology Inc.: IP-512 family of image processing modules; (2) Signum: 
responsible for integration of the IP-512 modules, a bit-slice processor, the Q-bus system 
components, and appropriate software into a system (INCOS) capable of executing extensive 
menu-driven image acquisition and processing procedures both in real-time and from stored 
data; (3) Microtex Corp.: 4800 image intensifier system and 7405 digital processing system; (4) 
Hammond Software (STAR is a multiuser system based on DEC Q-bus or Unibus satellite 
processors in an RT-11 operating environment); (5) Digital Equipment Corp. (DEC) (the 
processor and other Q-bus components are from DEC or DEC-compatible vendors); ( 6 )  COHU 
Inc.: 4410 series double-intensified Newvicon TV camera. 

ly scanned in the orthogonal direction 
(15, 16). Environmental control (pH, 
temperature, atmosphere, and medium) 
is an additional requirement in the case 
of viable biological samples. 

An image from the optical microscope 
is a 2D projection of a 3D object. Several 
methods have been developed for ob- 
taining a set of these projections from 
which the original object may be recon- 
structed. The most obvious (and effec- 
tive) approach is to generate a set of 2D 
images at specified intervals in the focus 
axis (15-18). In a conventional micro- 
scope, these projections are acquired by 
successive movement of the object 
through the z axis. Standing-wave mi- 
croscopy creates this set without me- 
chanical movement of the stage by vary- 
ing the spatial frequency of the excita- 
tion field (19). In laser scanning systems 
(15, 16, 20-22), the object is either trans- 
ported mechanically, or it is scanned by 
a point source (the focused laser) andlor 
a point detector. The confocal configura- 
tions are particularly effective in dimin- 
ishing out-of-focus contributions and 
scatter. 

An important concern in quantitative 
microscopy is the use of systematic stan- 
dards and procedures for evaluating sys- 
tem performance. Well-defined resolu- 
tion and photometric targets and sources 
(fluorescent microspheres) are available 
(23). Nonetheless, the determination of 
resolution by evaluation of the modula- 
tion transfer function (MTF) remains a 
controversial matter (24). For example, 
the perceived spot image derived from a 
point source departs from the theoretical 
point spread function (psf) because of 
the physical effects of lens aberrations 
and diffraction in the optical train as well 
as complex distortions that reflect the 
local dielectric nature of the specimen 
itself (25). A frequent source of confu- 
sion is the spatial resolution attributable 
to self-luminescent (fluorescent) and 
thus incoherent sources in cytological 
material. That is, single protein (11) and 
DNA (26) molecules can be detected 
even though they have molecular dimen- 
sions far smaller than the diffraction- 
limited resolution imposed by the wave- 
length of the light (-0.2 pm). In this 
case, the "perception" of a discrete 
structure, as opposed to actual resolu- 
tion, depends on the biochemical speci- 
ficity of the labeling procedure, the local 
density of chromophores, the intensity 
of the excitation source, the efficiency of 
optical light collection and transfer, and 
finally the density and sensitivity (spec- 
tral and temporal) of resolution elements 
at final magnification in the image (detec- 
tor) plane. Near-field scanning optical 
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microscopy (27) represents an attempt to 
achieve super-resolution (0.05 ~ m )  with 
visible-wavelength radiation. Improve- 
ments of up to a factor of four in the 
spatial frequency bandwidth have been 
claimed for the confocal fluorescent mi- 
croscope compared to the conventional 
configuration (15). Analytical image re- 
construction methods have also been 
proposed as means for increasing resolu- 
tion (28). 

Other imaging systems. An elabora- 
tion of object scanning systems coupled 
to hydrodynamic fluid transport is repre- 
sented by flow cytometers and sorters 
(29), in which cells traverse the site or 
sites of excitation and detection at high 
speed (30). These techniques achieve 
high statistical precision. Features de- 
pendent on orientation about the flow 
axis can be assessed with a system of 
orthogonal detectors, the spectral sensi- 
tivities of which can be adjusted for 
optimal discrimination. Microscope 
technologies based on physical phenom- 
ena other than light absorption and emis- 
sion include the x-ray microscope (16. 
31), the acoustic microscope (16), the 
photoelectron microscope (32), the ion 
microscope (33), and the electron micro- 
scope (transmission, scanning, and com- 
binations with optical methods). A re- 
cent development has been that of the 
scanning tunneling electron microscope 
(34). 

Detectors. Several reviews summarize 
the properties of sensitive and ultrasensi- 
tive (intensified) optical detectors suit- 
able for fluorescence microscopy (13. 
35). Physical laws dictate that the resolu- 
tion of ideal sensors will be limited by 
the root-mean-square noise derived from 
photon statistics, particularly in the case 
of low-light-level systems with high-gain 
intensification stages. The signal-to- 
noise ratio (SNR) can be improved by 
intensification, image summation, and 
image enhancement operations. Thus, 
available spatial resolution is a function 
of light level and is variably specified in 
terms of line pairs, TV lines, or picture 
elements (pixels) per millimeter in the 
image plane. The highest resolution cur- 
rently achievable in an area detector is 
on the order of 1500 by 1500 TV lines 
with Vidicon TV tube technology. High- 
er sensitivity but lower resolution is 
achieved with the following TV imaging 
tubes in current use: a silicon intensified 
target (SIT), an intensifier SIT (ISIT), 
and single-, double-, or even triple-inten- 
sified Vidicons, Newvicons, and Iso- 
cons. However, these first-generation 
devices are being challenged by the 
products of alternative detection and in- 
tensification technologies, particularly 
solid-state sensors. 

Photoconductive solid-state detectors 
are generally based on charge-coupled 
devices (CCD), charge-injected devices 

(CID), and photodiode technologies. 
Linear arrays coupled to mechanical 
scanners can approach or exceed the 
resolution of the Vidicon, particularly as 
units with over 5000 elements become 
available. Two-dimensional solid-state 
arrays with 1 6  to 2 x lo5 pixels are 
common; sensors with more than lo6 
pixels are in limited production. Solid- 
state detectors offer the significant ad- 
vantages of geometric accuracy and sta- 
bility, compactness, linearity, and free- 
dom from lag, but they differ greatly with 
respect to uniformity of sensitivity, dark 
current, cross talk, readout noise, and 
the tendency to bloom or smear. Adher- 
ence to TV industry standards for frame 
rates and line scan formats can be detri- 
mental for the purposes of image pro- 
cessing in microscopy. For example, a 
frequent consequence of the convention- 
al 4:3 aspect ratio is that the pixels in the 
digitized image deviate from a "square" 
representation of object geometry. 

For low-light-level applications, image 
intensification is usually required. Solid- 
state detectors are generally coupled by 
fiber optics or a relay lens to proximity- 
focused diodes and microchannel plate 
(MCP) intensifier tubes with adjustable, 
gateable gains of up to 10" to l d .  Such 
systems can operate at an illuminance 
less than lux and can accommodate 
image sizes of 18 mm or larger (35). An 
additional virtue of an intensifier section 

Fig. 2. The real-time uptake of rhodamine-labeled armacroglobulin by E63 rat myoblasts in a 3-day confluent culture of cells undergoing 
developmentally regulated differentiation. Terminal differentiation is characterized by cell cycle GI arrest, the cessation of receptor-mediated a2- 
macmglobulin uptake, and fusion into myotubes. The uptake and accumulation of rhodamine-labeled a2-macroglobulin is visualized from 10 to 
130 minutes at 22OC. The protein solution was 0.22 pA4 in Hepes-buffered Dulbecco minimum essential medium without serum. Difference images 
displaying uptake were computed from (256 averaged) frames at each time point from which the zero-time image was subtracted to eliminate 
background, which in this case consisted largely of contributions from unbound fluorescent ligand. The latter produced a mean pixel value of 100 
on the scale of 0 to 256 [the units of which are designated here integrated fluorescence units (IFU); it was estimated from measurements on 
standard solutions that 1 IFU was equivalent to about 33 a2-macroglobulin molecules]. The difference fluorescence images are overlaid on the 
corresponding phase-contrast images. (A to D) Images obtained in the time interval of 10 to 130 minutes. Color coding (gray-level ranges): pink (0 
to 47), yellow (48 to 63), red (64 to 255). (E) Quantitation of total uptake given by the integrated difference fluorescence images. The images were 
obtained with a Zeiss epi-illumination fluorescence microscope: oil immersion 63X objective [numerical aperture (NA), 1.41; excitation, 546-nm 
bandpass plus 1.06 OD neutral density filter; emission, above 590 nm; COHU camera 4410 with GIPS acquisition (Fig. 1). Localization at earliest 
time is in the receptosomes, which progress at later times to the perinuclear lysosomal region. The upper two cells show linear uptake (30 to 100 
minutes), whereas the cell in the lower third of the image shows extremely reduced uptake and is presumably more advanced in its differentiation. 
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Fig. 3. Analysis of CaZ+ distribution in a single toad smooth muscle cell with a digital imaging microscope. (A) Two photomicrographs from a cine 
record taken with Normarski optics before (upper image) and after (lower image) extracellular electrical stimulation [data from Fay and Delise 
(42)l. Note the ability of the cells to shorten actively with formation of characteristic membrane evaginations (darts) associated with the process 
of contraction. (B) Contour plot of pCa in a single living smooth muscle cell in the relaxed state from measurements of Fura2 fluorescence 
emission [data from Williams and colleagues (5)l. The image was created with a Lexidata graphics system with Lexidata solids display software. 

is the extended spectral range it can 
provide (for example, into the ultraviolet 
region); optimal matching to the solid- 
state sensor can be achieved by judicious 
choice of phosphors. In a parallel devel- 
opment of ultrasensitive light sensors, 
the imaging capabilities of MCP intensifi- 
ers are exploited directly in the form of 
photoemissive array detectors (36). Thus 
at very low light levels single photons 
generate a discrete electron image, the 
coordinates of which are registered by 
integrated 2D position-sensitive detec- 
tors (resistive film anodes or wedge-and- 
strip arrays) or a coupled TV tube. The 
image is then generated by conventional 
2D multichannel analysis. This mode of 
operation is not feasible at high light 
levels at which the pulse-pair temporal 
resolution of the detector is exceeded. 
Multianode (discrete arrays or multilayer 
coincidence anode arrays) photon-count- 
ing MCP sensors are also available and 
under intensive development; these may 
give resolutions of better than 1000 by 
1000 elements (36). 

cious use of standardization procedures 
and digitizing hardware (flying-spot 
scanners and densitometers). 

The future of quantitative microscopy, 
however, clearly lies with detectors pro- 
ducing images that can be directly visual- 
ized on a monitor and digitized in real- 
time or after an intermediate step of 
analog recording with a video or similar 
recorder. Because of the electronic 
bandwidths of TV cameras and even 
faster solid-state sensors with frame 
rates in the range of 1 kilohertz, the 
hardware required consists of combina- 
tions of relatively autonomous (but pro- 
grammable) components operating at 
video (megahertz) frequencies and inte- 
grated into a computer-based system. An 
actual implementation, the Gottingen 
Image-Processing System (GIPS) cur- 

Table l .  Optical phenomena used in micros- 
copy and imaging (51). 

Phenomenon Refer- 
ence 

Image Acquisition and Pmwdng 

Hardware 

The principal means of registering im- 
ages in microscope systems is direct 
visual observation through traditional 
optical trains optimized for this purpose. ' 
For permanent recording, photographic 
film is used extensively; the recent ad- 
vent of fast black-and-white as well as 
color emulsions has facilitated applica- 
tions involving extremely low light lev- 
els. However, film has several disadvan- 
tages: real-time signal processing is of 
course excluded, exposed film density 
bears a nonlinear and offset relation to 
incident light intensity, and spectral sen- 
sitivities, are complex and often poor in 
the region of interest.' Some of these 
limitations can be overcome by the judi- 

Absorption, interference, 
and scattering 

Phase contrast 
Birefringence and polarization 
Reflection interference contrast 
Dierential interference contrast 
Circular intensity diierential 

scattering 
Dierential polarization 
Asymmetric illumination contrast 
Schlieren optics 
Sideband edge enhancement 
Resonance enhancement 

(nonlinear effects) 

Fluorescence emission 
Intensities (quantum yields) 
Spectra (excitation-emission) 
Polarization 
Resonance energy transfer 
Time-resolved emission (lifetimes) 
Recovery after photobleaching 
Total internal reflection 
Near-field imaging 
Polarized delayed fluorescence 

rently used in our laboratory, is shown in 
Fig. 1. It and other similar systems em- 
phasize versatility and efficiency in real- 
time operations and in analysis and ma- 
nipulation of acquired images. An image 
resolution of 512 by 512 pixels is easily 
achieved at moderate cost. However, 
higher resolution will be required to ex- 
ploit the new area sensors with 1000 by 
1000 or 2000 by 2000 elements, as well as 
mechanically translated linear detectors 
(1000 to 5000 elements). The dynamic 
range (ADC bits) required in digitization 
is also a function of the sensor SNR 
characteristics. Thus few TV cameras, 
especially those equipped with noisy in- 
tensification stages, generate more than 
8 bits (256 gray levels) of resolution, 
whereas selected solid-state sensors (for 
example, cooled CCD arrays) can 
achieve a dynamic range of 12 to 14 bits 
(4,000 to 16,000 gray levels), albeit gen- 
erally at the sacrifice of readout rate. For 
dynamically changing biological samples 
generating low-light-level images, inten- 
sification is required to provide speed 
with adequate resolution. In Fig. 1, 
frame buffers with "depths" of 8 bits are 
designated. They can be stacked to im- 
prove the SNR characteristics in the 
case of relatively static images (for ex- 
ample, through frame summation), to 
form real-time difference images, and to 
implement arithmetic and filtering opera- 
tions. The latter operations can be based 
on algorithms involving linear convolu- 
tion or nonlinear data processing. 

A good video display is an absolute 
requirement for image processing opera- 
tions, including interactive modes of op- 
eration in the case of complicated 3D 
manipulations. Often, multiple monitors 
(color or monochrome) are used in com- 
bination to display intermediate images 
during a sequence. For permanent archi- 
val purposes, images are stored as files 
on digital media (magnetic disks, mag- 
netic tape, or optical recording disks). In 
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biological applications, the need for large 
capacities and random access to image 
files is common. Numerous digital com- 
pression algorithms are available for re- 
ducing storage requirements. 

A desirable feature in an image-acqui- 
sition system is dual-ported video memo- 
ry, which can be randomly accessed 
from the high-speed video bus as well as 
from the bus of a convenient micro- or 
miniprocessor (RAM). Time-consuming 
image transfers are thereby minimized. 
In addition to image processing func- 
tions, a local processor system provides 
for easy implementation of essential 
camera control functions, for example 
stabilization of timing signals and sur- 
veillance of sensitive camera elements 
such as MCP intensifiers. Microscope 
functions that are also integrated directly 
or implemented with satellite control 
processors include autofocusing (37), 
stage motion, selection of optical compo- 
nents responsible for spectral analysis 
(filter wheels and detector multiplexers) 
and gain (zoom), shutter activation, and 
light source pulsing and modulation. 

Considerably more elaborate systems 
than that shown in Fig. 1 are available 
and in use. However, it is important to 
distinguish between the requirements of 
an individual measuring station (for ex- 
ample, a microscope) and those of a 
central multiuser facility for no*real- 
time operations. In general, the latter 
would be equipped with a mainframe 
computer and a number of elaborate 
software packages for image manipula- 
tion and processing. 

Image Acquisition and PmwAng 

Software 

contrast stretching, filtering, and geo- 
metric transformations. 

Image-processing procedures (linear 
and nonlinear, arithmetic and logical) 
generally operate on individual images or 
pairs of images ("dyadic" operations) 
and either holistically and/or in cellular 
logic operations restricted to single pixel 
locations or neighborhoods. Special-pur- 
pose, highly integrated microcircuits and 
system architectures (40) with dramatic 
speed enhancements have been devel- 
oped by means of parallel processing, 
which exploits pipelining or processor 
arrays (or both). Image-processing soft- 
ware is closely coupled to and dictated 
by the nature of the available hardware 
and the requirement for intuitive, facile, 
and interactive user interfaces. Algo- 
rithms for implementing basic operations 
are assembled into macro calls and se- 
quential tree structures. Software trans- 
portability tends to be greater in the case 
of higher level image-processing pro- 

grams that are relatively independent of 
the specific hardware. 

Image analysis. Restored, possibly 
enhanced, images are analyzed accord- 
ing to the experimental objectives by the 
derivation of quantitative estimations of 
intensity (gray-value quantization), spa- 
tial distribution (2D and 3D reconstruc- 
tion), or spatial-temporal characteristics 
corresponding to the phenomena listed 
in Table 1. Area, shape, color, and tex- 
ture are classic descriptors for the objec- 
tive representation of images but are not 
generally based on fluorescence phe- 
nomena. Under development are ap- 
proaches to the technically demanding 
estimation of intermolecular distances 
and motions on cell surfaces [for exam- 
ple, by determining fluorescence life- 
time, spectra, polarization, and reso- 
nance energy transfer (Table I)]. Al- 
though these "spectroscopic rulers" 
measure in nanoseconds and nanome- 
ters, they can be applied in principle to 

Image restoration. Operations on digi- 
tal images can be classified according to 
a hierarchy of objectives (28, 38). In 
image restoration, one corrects for sys- 
tematic errors in the electro-optical sys- 
tem, such as illumination inhomogenei- 
ties, background contributions, geomet- 
ric and photometric (nonlinearity and 
shading) distortions of the sensor, focus- 
ing and defocusing, motion blurring, and 
lack of registration. Inverse filter opera- 
tions are usually required to restore an 
undistorted true image. Image restora- 
tion algorithm$ can be more effective if 
the corresponding image-gathering sys- 
tems are designed with optimized spatial 
bandwidth characteristics (39). 

Image enhancement. In image en- 
hancement, significant features of the 
image (object) are selectively empha- 
sized by operations such as smoothing 
(noise suppression), thresholding 
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Fig. 4. Localization of AC-rich left-handed Z-DNA sequences in polytene chromosomes of 
Chironomus thummi by GIPS image analysis of triple-stained preparations. The left end of 
chromosome I1 region e2-f2 according to Keyl(50) is shown, with map designations displayed 
below the chromosome. Images (left) were averaged over 256 successive frames (frequency, 25 
Hz), with background subtracted and normalized (contrast stretched). The gray-level distribu- 
tion along a cursor line tracing the chromosomal axis is displayed on the right for each image. 
(A) Polyclonal rabbit antibody 26, which binds either GC- or AC-rich DNA sequences in the 
left-handed conformation: indirect staining with fluorescein-labeled goat antibody to rabbit 
immunoglobulin G (IgG) (green emission). (B) Saturating amounts of D11, a monoclonal 
antibody to left-handed Z-DNA with specificity for d(G-C),: indirect staining with Texas-red- 
labeled goat antibody to mouse IgG (red emission). The monoclonal antibody was in great 
excess. (C) Arithmetic ratio (A:B) of images A and B brought into register (usually achieved by 
adjusting the stage while displaying the B-A difference image during acquisition or image 
translations during processing). The scaling in the line scan of the ratio image is amplified to 
depict small fluctuations in the distribution outside the telomere. The telomere under these 
conditions is off-scale by a factor of 6. The data were collected with GIPS (Fig. 1) with an epi- 
illumination Zeiss fluorescence microscope with 50-W mercury arc lamp excitation:oil immer- 
sion 63X objective (NA, 1.4); Zeiss excitation and emission filters with additional neutral 
density filters in the excitation beam; COHU 4410 TV camera. [For characterization of the 
antibodies and detailed materials and methods, see (45,46).] The distribution of right-handed B- 
DNA assessed by the blueemitting dye H-33342 is not shown. 
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each pixel or neighborhood making up 
the image. The relevant software in this 
and related instances should include ex- 
plicit consideration of the underlying 
photophysical and chemical principles 
governing molecular processes in solu- 
tion and in condensed phases (1). The 
images derived no longer depict the mere 
localization of substances within the 
physical object but rather the spatial 
distribution of functional attributes. 

Applications 

Kinetic processes in living cells. An 
understanding of many cellular functions 
requires correlated quantification, mor- 
phological localization, and temporal in- 
formation derived from living cells. In 
most cases the desired quantification in- 
volves combined operations on more 
than. one image, a task for.which F-DIM 
is ideally suited. 

Cultured rat myoblasts grown to con- 
fluence become committed to terminal 
differentiation, resulting in fusion into 
large multinucleated myotubes. An early 
step in this commitment is the cessation 
of DNA replication and cell division. 
After this step but before myoblast fu- 

sion, receptor-mediated uptake of a2- 
macroglobulin ceases (41). Thus living 
cells in confluent culture can be assigned 
a position in the process of commitment 
according to their ability to accumulate 
rhodamine-labeled a2-macroglobulin in 
intracellular vesicles. These cells can be 
further characterized for other differenti- 
ation markers with monoclonal antibod- 
ies to developmentally regulated cellular 
components. We have used F-DIM in 
such a study. Figure 2 demonstrates that 
nonarrested cells can be distinguished 
from cells about to undergo fusion or 
from those already in myotubes by their 
uptake of a2-macroglobulin. Excess free 
ligand in the surrounding medium ob- 
scures normal visualization of the pro- 
cess, but this can be suppressed with F- 
DIM by subtraction of the fluorescence 
image at time zero. 

Dynamic regulation of compartmental- 
ized ion concentrations is involved in a 
number of complex cellular functions. 
The changes are particularly important 
in contractile cells but have been dficult 
to measure in single smooth muscle fi- 
bers because of the small size of the 
cells. Figure 3A shows two photomicro- 
graphs of such cells before and after brief 
extracellular electrical stimulation (42). 

The dye, Fura2, exhibits large changes in 
excitation spectrum and fluorescence 
quantum efficiency upon binding Ca2+. 
With F-DIM, the intracellular distribu- 
tion of Fura2 and thus free Ca2+ can be 
assessed with a spatial resolution of 0.25 
pm (5). In Fig. 3B, the contour image of 
pCa (log[Ca2+]) in a resting muscle cell 
has been calculated from the ratio of 
emission above 500 nm by excitation at 
340 and 380 nm. The results, based on 
image ratios, are independent of varia- 
tions in local dye concentration and cell 
geometry. The distribution of free Ca2+ 
is not uniform; regions adjoining the cell 
membrane (probably the sarcoplasmic 
reticulum) and in the cell nucleus show a 
higher concentration than the rest of the 
cytoplasm (5). Upon induction of cell 
contraction by electrical stimulation or 
carbachol administration, the concentra- 
tion of free ca2+ in the cytoplasm rises 
while that in the nucleus remains un- 
changed. 

Cellular processes involving macro- 
molecular assembly can be studied in 
situ by combining F-DIM with fluores- 
cence recovery after photobleaching 
(DIM-FRAP) (43). For example, the di- 
rection and mechanism of microtubule 
polymerization have been inferred from 

Fig. 5. Quantification, rectification, and linear 
representation of fluorescence images of C. 
thummi chromosome 111 (stained with 26 anti- 
body as in Fig. 4) using the DIP system. A 
software package was developed by Nederlof 
to obtain quantitative distributions and linear 
representations of left-handed DNA in C. 
thummi polytene chromosomes from immu- 
nofluorescence images. The image was gener- 
ated as in Fig. 4, recorded on video tape, and 

diitized by DIP (40). Uvver left vanel is the original video image with a suverim~osed smoothed and extrmlated scan line (skeleton). (A) Binaw 
mask of thk chromogo& gene&ted by calcu~a&~ a thresholcifrom the image hstogram; (B) part of the mask showing the skeleton created by 
erosion with shape preservation; (C) the image after background subtraction, with some of the lines perpendicular to the skeleton used for 
calculating an average scan line (the latter requiring bilinear interpolation in regions of chromosome bending); (D) the enhanced chromosome 
image after contrast stretching and normalization of the mask with the mean scan-line value. Cartoon: a straight and enhanced bar representation 
of the original image (contrast stretched and median filtered as in D). Lower panel is a plot of the intensities in the enhanced image over the 5- 
pixel thick scan line. This method provides a means by which all chromosomes of a similar class may be compared according to their 
immuno0uorescence distribution. Fig. 6. Laser-scanning fluorescence imaging. The image was acquired with a Zeiss LSM in combination 
with GIPS. Staining was with the polyclonalZ6 antibody as in Fig. 4. The right-hand end of C. thummi chromosome I region Ial-Ic2 is shown. 
LSM settings: argon laser 488-nm excitation; attenuator setting, 5; oil immersion 63X objective (NA, 1.4); scan time, 8 seconds; zoom 
magnification, 25X. (Upper panel) Image with cursor line positioned parallel to the central axis of the chromosome; (lower panel) gray-level 
intensity distribution along cursor line. 
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the repopulation of assembled microtu- mill hypothesis, that is, a mechanism Finally, we would draw attention to 
bules with fluorescent-labeled tubulin af- involving the addition of monomer sub- the pioneering efforts in the time-re- 
ter spot photobleaching. DIM-FRAP units at the spindle equator and loss of solved and spatially resolved optical re- 
measurements have ruled out the tread- monomers at the pole ends (9). cording of action potentials in single neu- 

Fig. 7. Laser-scanning differential interference contrast imaging of C. thummi polytene chromosomes in whole-mount salivary gland. LSM 
settings as in Fig. 6 except as follows: attenuator setting, 3; zoom magnification, 12X (A), 30X (B), 50X (C). (A) An optical cross section of a nu- 
cleus within the gland showing the centromere of chromosome IV with the nucleolus and the left end of chromosome I. (B) An optical section of 
the terminal region of chromosome I at higher magnification. (C) Higher magnification of the telomere with apparent demonstration of higher 
order chromatin structure (perhaps looping of the chromomeres). The nuclei are about 50 pm in diameter, and the individual chromosomes have a 
transverse dimension of about 10 pm. Contrast enhancement was electronically controlled, and resolution was 0.5 pm or less throughout. 

Fig. 8. Distribution of a-actinin in a single smooth muscle cell determined with F-DIM and 3D image reconstruction [data from Fay and 
colleagues (431. (A) Digitized fluorescence image of a single optical cross section of a toad muscle stained with rhodamine-labeled antibody to a- 
actinin. The image is the result of (i) averaging of 128 frames, (ii) subtraction of a background record, ( i )  multiplication by a gain normalization 
"map" to correct for instrumental spatial variations, and (iv) contrast stretching. Two types of bodies can be recognized: a fusiform structure 
distributed throughout the cytoplasm, and more irregularly shaped plaques associated with the plasma membrane. (B) 3D reconstruction image 
projected onto a plane in which the blue cylinders indicate the positions and orientations of the fusiform elements and the red spheres indicate the 
positions of the plaques. The image was corrected for bluning using an iterative restoration algorithm. A filtering method was used to find the 
centers and orientation of the bodies (47). (C) A computer-generated view from inside the cell used in an interactive analysis program to 
determine patterns of organization among the elements. A directed nearest-neighbor analysis identified successive elements in a string (yellow). 

18 OCTOBER 1985 253 



Fig. 9. Stereo pair of the reconstructed folding pattern of polytene chromosomes in a 
Drosophila salivary gland nucleus [data and procedures from Sedat, Agard, and colleagues (17, 
49)]. The chromosomes are color coded as follows: green, X; orange, 2L; blue, 2R; purple, 3L; 
light green, 3R. Twenty-four images at successive focus steps (0.2 ~ m )  through a nucleus 
stained in situ with the DNA-specific fluorescent dye 4', 6-diimidino-2-phenylindole were 
digitized and refined to remove out-of-focus information, and the chromosome paths were 
traced out using an interactive modeling program. 

rons and cell populations from high-in- 
tensity fluorescence (also absorption and 
birefringence) signals derived from im- 
permeant dyes sensitive to membrane 
potential (44). Nonintensified photodi- 
ode arrays (for example, 10 by 10 ele- 
ments) with parallel readout have been 
used to register the small relative signal 
changes (less than associated with 
excitation and depolarization processes. 
Whether the other F-DIM techniques 
can be applied to such studies remains to 
be established. 

Zmmunofluorescence probes of DNA 
conformation. In certain studies, a 
knowledge of the actual distribution of 
several components within the same bio- 
logical structure is required. For exam- 
ple, to assess the possible role (or roles) 
that left-handed Z-DNA (45) may have in 
chromatin structure or gene expression, 
we need to determine (i) the amount 'of 
left-handed DNA in relation to total 
DNA; (ii) the sequence characteristics of 
the left-handed DNA loci; and (iii) the 
local distribution of left-handed DNA 
sequences along the genetic map. Mono- 
and polyclonal antibodies specific for 
left-handed DNA of a particular alternat- 
ing purine-pyrimidine sequence or family 
of sequences can be used to acquire this 
information. Insect polytene chromo- 
somes constitute ideal test objects be- 
cause of a natural signal enhancement 
factor and a linear arrangement of the 
genetic material well matched to the res- 
olution of the light microscope. Polytene 
chromosomes arise as the result of 9 to 
13 rounds of DNA replication without 
cell division, whereby the individual 

chromomeres are aligned in register, 
providing a 200-pm long genetic map in 
which each gene is represented 8,000 to 
16,000 times (rather than twice as in the 
diploid genome). 

Fluorescent-labeled antibodies were 
used to map DNA tracts with the poten- 
tial of adopting a left-handed conforma- 
tion, and total DNA was assessed by the 
fluorescence of a DNA-specific dye. The 
three spectrally separated fluorescence 
images of triple-stained chromosomes 
were acquired by F-DIM (GIPS system, 
Fig. 1)'with the high-speed ALU proces- 
sor to enable real-time signal averaging 
and registration (46). Figure 4 illustrates 
the images and processing used to ex- 
tract information about the distribution 
of AC-rich tracts of Z-DNA. From such 
data we have determined that sequences 
capable of forming left-handed DNA oc- 
cur at a frequency of 0.02 to 0.1 percent 
in almost every gene but at a higher 
frequency in the strongly heterochromat- 
ic regions of the chromosome involved in 
ectopic pairing (45, 46). Saturation of 
left-handed GC-rich tracts by the mono- 
clonal antibody (Fig. 4B) leads to a pre- 
dominant staining of the telomeres of the 
three large chromosomes by the polyclo- 
nal antibody, which recognizes both 
d(G-C), and d(A-C), d(G-T), alternat- 
ing purine-pyrimidine left-handed se- 
quences. We conclude that AC-rich 
tracts occur in these telomeres at a fre- 
quency 25 times greater than that in 
adjacent regions. 

To assess the influence of environ- 
mental factors (pH, ionic strength, and 
temperature), transcriptional activity, 

and treatments such as fixation on the 
ability of the antibodies to recognize left- 
handed sequences, we require fluores- 
cence profiles of the chromosomes free 
of distortions caused by variations in 
shape, stretching, and orientation. Ne- 
derlof, using the Delft Image Processor 
(DIP) (40), has been able to generate 
such representations by the image pro- 
cessing procedures described in Fig. 5. 

Image reconstruction. There are sev- 
eral instruments with which optical sec- 
tioning (15-17) for the purposes of 3D 
reconstruction can be accomplished: la- 
ser scanning microscopes (LSM), fluo- 
rescence or bright-field optical section- 
ing microscopes (OSM), and differential 
interference contrast microscopes 
(DICM). 

The type 2 LSM (15) produces 2D 
images with the least out-of-focus infor- 
mation because the point spread function 
is determined by two confocal objectives 
with high numerical aperture, which fo- 
cus a point source on the object while the 
emitted or transmitted light is focused 
through a pinhole on the detector. An 
image is built up by scanning the source 
and detector in synchrony. Little or no 
mathematical correction need be applied 
to reconstruct 3D images. Wijnaendts 
van Resandt and coworkers (21) have 
designed an instrument in which the la- 
ser illumination and optical system are 
stationary and the object is translated in 
three dimensions. The resolution 
achieved in fluorescence is 0.9 p,m in the 
z axis and 0.25 pm in the object plane 
with a rhodamine fluorophore and 514- 
nm argon laser excitation; the corre- 
sponding values with a 285-nm laser 
source are 0.5 and 0.1 pm. In a type lb  
LSM (15) the point-source illumination 
of the object is the same as for type 2, 
but an area detector (photomultiplier) 
measures the emission intensity relayed 
by the collector lens. In such an instru- 
ment described by Wilke (22), the laser 
excitation and fluorescence emission are 
galvanometrically scanned through two 
dimensions in the object plane. 

We have used a commercial Zeiss type 
lb LSM to generate images that were 
analyzed by GIPS to determine the dis- 
tribution of antibody to left-handed DNA 
bound to the Chironomus polytene chro- 
mosomes, material similar to that de- 
scribed above. Figure 6 shows a typical 
image and its corresponding line histo- 
gram. The resolution is superior to that 
achieved with an arc lamp light source 
and TV camera sensor. The laser spot 
illumination leads to a great reduction in 
fluorescence flare and scattering. 

The ability of laser scanning systems 
to obtain clearly focused sections of 
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thick specimens is demonstrated by the 
same Zeiss LSM in the DICM mode 
(Fig. 7). The polytene chromosomes 
within a whole explanted Chironomus 
salivary gland are clearly visible at high 
resolution (less than 0.25 km), even 
though the specimen has a thickness 
greater than 40 pm. 

Most 3D image reconstructions of bio- 
logical specimens from the light micro- 
scope have been generated by the com- 
bined use of OSM and F-DIM. The im- 
ages are processed mathematically to 
eliminate out-of-focus contributions (17, 
18, 28, 47-49). Fay and coworkers have 
undertaken an analysis of the molecular 
basis and organization of the contractile 
apparatus in smooth muscle cells by 
studying the distribution of fluorescent- 
labeled antibody to the protein a-actinin 
(47). The a-actinin bodies appear to an- 
chor oppositely directed, thin, actin-con- 
taining filaments; the direction of the a- 
actinin bodies may indicate the lines of 
force in the contractile apparatus. Figure 
8 illustrates (A) a single optical cross 
section, (B) a 3D image of the distribu- 
tion and orientation of bodies rich in a- 
actinin, and (C) a computer-generated 
view from inside the cell. The strings of 
elements identified by this reconstruc- 
tion appear to be loci for the generation 
of force; they terminate at the larger 
spherical elements along the cell mem- 
brane and shorten during active contrac- 
tion. 

The combined OSMIF-DIM method 
has been applied to Drosophila salivary 
gland nuclei labeled with a DNA-specific 
fluorescent dye to determine the spatial 
organization of the polytene chromo- 
somes (17, 48, 49). In this case, the 2D 
images were arranged into a 3D repre- 
sentation by interactive analysis (Fig. 9). 
By comparing 24 reconstructed nuclei 
(like the one shown in Fig. 9) from 5 
larvae, general features were extracted. 
The methods used for comparison define 
the path of the chromosomes in quantita- 
tive terms by creating function plots 
such as (i) the distance between 20 to 30 
selected bands on each chromosome, (ii) 
the distance between selected points 
along the chromosome path and the nu- 
clear envelope, and (iii) the overall geo- 
metric curvature of each chromosome 
path. Plots of these functions for the 
same chromosome from different nuclei 
can be overlaid and an average envelope 
calculated (49). Invariant properties 
were found to be the separation of chro- 
mosome arms into exclusive spatial do- 
mains and adhesion of the chromocenter 
to the nuclear envelope. Features that 
occurred in manv but not all nuclei in- 
cluded right-handed chromosome coil- 

ing, orientation of the telomeres at one 
end and the centromeres at the opposite 
pole, and apposition of the nuclear enve- 
lope close to the chromosomes at regions 
of intercalated heterochromatin. 

Conclusion 

It can be anticipated that DIM in gen- 
eral and F-DIM in particular will be 
increasingly adopted by cell biologists as 
a valuable tool in studies of complex 
cellular functions and higher order struc- 
ture. Further technological develop- 
ments alluded to in this paper, as well as 
others not mentioned, should provide 
the even greater versatility required for 
the next generation of biochemical and 
molecular biological probes. 
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techniques have been developed to study 
in detail the static properties of simple, 
well-defined surfaces. A good founda- 
tion is now being laid in understanding 
surface geometries, electronic struc- 
tures, and vibrational frequencies (1-3). 
The elucidation of elementary surface 
rate processes is a more complex en- 
deavor, however, and less progress has 
been made toward this goal (4-6). De- 
spite the fact that numerous technologi- 
cally important processes such as elec- 
tronic materials growth and processing, 
heterogeneous catalysis, and corrosion 
are governed by surface kinetics, a suit- 
able surface probe of rate processes that 
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possesses sufficient dynamic range and 
chemical sensitivity to yield useful kinet- 
ic information has not yet been devel- 
oped. 

Two recent developments in the ex- 
perimental technique of electron energy- 
loss spectroscopy (EELS)-dispersion 
compensation (7) and parallel detection 
(@-have led to the measurement of 
surface vibrational spectra with a signal 
strength several orders of magnitude 
higher than the strength in conventional 
systems. This increased signal strength 
permits the measurement of the rates of 
surface Drocesses on the millisecond 
time scale, thereby making possible 
time-resolved EELS (TREELS). 
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The exploitation of TREELS will sig- 
nificantly expand the capabilities of both 
thermal desorption spectroscopy and 
molecular-beam surface scattering. These 
latter techniques have provided useful 
kinetic information in the past ( 4 4 ,  but 
they have been limited to detection of 
gas-phase products only (that is, they 
observe the final result of a series of 
elementary reaction steps on the surface 
rather than the individual steps them- 
selves). 

While the possibilities presented by 
TREELS are as broad as chemistry it- 
self, four of them have special relevance 
to both fundamental and applied re- 
search: 

1) Time-resolved adsorption studies 
can measure the dynamic properties of 
metastable precursor and nonequilibri- 
um adsorption states, as well as the 
dependence of the sticking probability 
on the incident particle and substrate 
properties (9-12). In addition, sensitive, 
time-resolved studies will allow investi- 
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