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Strategies and Applications of 
in Vitro Mutagenesis 

David Botstein and David Shortle 

Biochemists have begun to use muta- 
tions to probe the relationship between 
the structure and activity of proteins; 
cell biologists are using mutations to 
define the roles of particular proteins and 
protein assemblies in the cell; develop- 
mental biologists are using mutations to 
determine the logic and order of molecu- 

is important to review the fundamental 
logic behind the use of gene mutations to 
analyze biological phenomena. The pri- 
mary reason for isolating and character- 
izing a mutation is to assess its conse- 
quences, or in genetic terminology, its 
phenotype. In the ideal mutation experi- 
ment, two organisms are submitted to 

Summary. The many mutagenesis strategies made possible by the availability of 
cloned genes have been outlined in the context of how each strategy lends itself to the 
answering of different kinds of biological questions. 

lar events during differentiation and mor- 
phogenesis; and neurobiologists are be- 
ginning to turn to mutations to try to 
understand the way in which neural net- 
works are formed and, eventually, how 
they function. These new and expanding 
applications of mutations in many disci- 
plines of biology represent one of the 
most important consequences of the rev- 
olution in the life sciences that has re- 
sulted from the development of recombi- 
nant DNA technology. The objective of 
this review article is to sketch the out- 
lines of the many mutagenesis strategies 
made possible by the availability of 
cloned genes. Our emphasis on general 
principles and applications has required 
that we gloss over many ideas and tech- 
nical accomplishments in the field; such 
information, though, has been reviewed 
(1, 2 ) .  

Before we address the question of how 
best to isolate or construct mutations, it 
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careful comparison, one being mutated 
at a single known site and the other 
lacking the mutation. Any observed dif- 
ference between the two is then attribut- 
able to the mutation; by characterization 
of this difference, inferences can be 
made about the function of the corre- 
sponding wild-type gene, regulatory sig- 
nal, or nucleotide pair. In other words, 
the properties of a normal function can 
be learned from the consequences of 
perturbing or eliminating a single gene or 
genetic element. 

One approach for designing the ideal 
mutation experiment is to begin with a 
phenotype of interest (such as failure to 
complete mitosis at a given temperature) 
and search, after classical mutagenesis, 
for mutant organisms that exhibit this 
phenotype. The mutations obtained by 
this strategy would then be characterized 
by genetic mapping, followed by cloning 
and sequencing the wild-type and mutant 
genes. A second approach is to begin 
with the idea that a particular protein 
(such as tubulin) is likely to play an 
important role in mitosis. To establish 
this point genetically, it would be neces- 

sary to clone the gene, induce mutations 
in the cloned copy in a recombinant 
DNA molecule, and return these mutant 
genes to the organism in a way that 
would allow assessment of phenotype. 

Both these approaches might lead to 
the same experiment, although with un- 
equal likelihood. The first approach, in 
which the phenotype determines the se- 
lection of mutations for analysis, has the 
advantages that no detailed hypotheses 
are required to obtain material for study 
and that each new mutation has a high 
probability of contributing to an under- 
standing of the phenomena underlying 
the phenotype. The major advantage of 
the second approach, in which the gene 
for a particular protein is cloned initially, 
is that very specific hypotheses, often 
arrived at by earlier biochemical or bio- 
logical studies, can be put to definitive 
genetic tests. 

Although, in principle, every gene that 
encodes information relevant to a given 
biological process should be found by 
the first approach if the "correct" phe- 
notype has been used to search for muta- 
tions, the results, in practice, are differ- 
ent. For example, extensive screening 
for cell-division-cycle mutants in yeast 
failed to produce mutations in the P- 
tubulin gene, despite the fact that muta- 
tions in that gene isolated by the second 
approach (3) exhibited precisely the 
same cell-division-cycle phenotype used 
in the unsuccessful screening. Perhaps 
the most important feature of in vitro 
mutagenesis is the ability to efficiently 
and predictably introduce mutations into 
a gene of interest. 

Classical in Vivo Mutagenesis 

The only mutations available for study 
by the earliest geneticists were natural 
variants and occasional spontaneous mu- 
tations. The discoveries that organisms 
exposed to x-rays (4) and certain chemi- 
cal compounds (5) yield much higher 
frequencies of mutant progeny led to a 
revolution in experimental genetics. Be- 
cause these agents gave geneticists par- 
tial control over the process of mutagen- 
esis, they could systematically study bio- 
logical phenomena by collecting large 
numbers of different mutations display- 
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ing a characteristic phenotype, which 
could then be classified on the basis of 
complementation behavior, map posi- 
tion, and various other criteria. In this 
way the genetic loci relevant to the phe- 
nomena could be identified, counted, 
positioned on a genetic map, and then 
functional interactions between loci de- 
fined. With the classical studies of eye 
pigmentation mutations in Drosophila 
melanogaster (6) and of auxotrophic mu- 
tations in Neurospora crassa (7), it be- 
came apparent that the detailed pheno- 
typic characterization of mutations could 
be extended to the level of individual 
molecules. 

The power of classical in vivo muta- 
genesis to provide material for genetic 
and biochemical analvsis is attested to 
by the progress made over the past few 
decades in the genetics of eukaryotes 
such as D. melanogaster and the molec- 
ular genetics of Escherichia coli and oth- 
er microbes. Nevertheless, the require- 
ment for a specific phenotype in order to 
identify rare mutations in a mixture of 
wild-type and irrelevant mutations im- 
posed serious limits on the range of 
phenomena to which genetics could be 
applied. It was not feasible to study more 
than a few mutations in a single gene 
without the special circumstances of a 
unique phenotype that is easy to score 
plus an efficient genetic crossing system 
for weeding out secondary mutations in 
irrelevant genes caused by the general 
mutagenesis. Isolation of mutations in a 
gene of special biochemical interest by 
simple assay ("brute force," in the jar- 
gon of the geneticist) required not only 
heroic amounts of labor to screen thou- 
sands of mutagenized organisms but also 
major (even lucky) assumptions about 
the phenotype. A good example is the 
isolation of a mutation in DNA polymer- 
ase I of E. coli (8). 

In bacteria, some imvrovements in 
mutagenesis were afforded by the con- 
cept of "localized mutagenesis" (9). 
New mutations could be limited to indi- 
vidual segments of a genome by muta- 
genizing transducing particles that carry 
only a small fragment of the bacterial 
chromosome, followed by generalized 
transduction with selection for a marker 
known to be closely linked to the genes 
targeted for mutagenesis. The develop- 
ment of specialized transducing phages 
and episomes carrying only a portion of 
the bacterial genome also allowed the 
mutagenesis of specific genes without 
exposure of the entire genome of the 
host cell to the action of a mutagen. 
Despite having some of the advantages 
of the new methods of in vitro mutagene- 
sis, mutagenesis of these naturally oc- 

curring recombinants had only limited 
applicability because many genes of in- 
terest in E. coli could not be readily 
isolated on specialized transducing 
phage or small F' episomes. 

poson-tagging technique has made possi- 
ble the efficient identification and clon- 
ing of interesting genes in Drosophila 
(13) and also, by means of an RNA 
tumor virus as the transposon, in mice 
(14). 

Transposon Mutagenesis 
In Vitro Mutagenesis 

A second revolutionary development 
in mutagenesis came with the realization 
that insertion mutations could be in- 
duced in virtually any gene of interest by 
the appropriate manipulation of naturally 
occurring transposable elements. Al- 
though these mobile segments of DNA 
had been discovered many years earlier 
in maize and Drosophila, it was in bacte- 
ria that the advantages of insertion muta- 
genesis were first systematically exploit- 
ed (10). 

Unlike chemical or radiation mutagen- 
esis, transposon insertion mutagenesis 
results in a single, unique physical alter- 
ation in the gene that has been mutated. 
Mutagenesis can frequently be carried 
out in such a way as to limit the number 
of transposons inserted to essentially 
one per genome. Most importantly, the 
insertion event can often be selected by 
means of drug resistance or phage immu- 
nity carried by the transposon. Thus, a 
population of organisms, each of which 
had a transposon insertion within a gene 
or intergenic segment, can easily be gen- 
erated for phenotypic screening. Muta- 
genesis is therefore extremely efficient, 
the level of secondary mutations is very 
low, and most mutations lead to total 
inactivation of the gene. If the transpo- 
son inserts randomly, the probability of 
finding a mutation in a given gene is the 
fraction of the total genome that the gene 
of interest occupies. Thus, for bacteria, 
about 1 of 3000 to 5000 organisms with a 
single insertion are expected to be mutat- 
ed in a given gene. Transposon mutagen- 
esis can be applied to very small ge- 
nomes, such as plasmids, and is a simple 
alternative to the use of deletion muta- 
tions for defining the extent of a gene of 
interest (or a small cluster of genes) after 
it has been cloned [for examples, see (11, 
1211. 

Probably the single most important 
advantage of insertion mutations is that 
they contain an insertion of a known 
DNA element, the transposon. As a re- 
sult, transposon mutagenesis can be 
used to isolate genes by first identifying 
an insertion mutation in or very near the 
gene of interest, on the basis of pheno- 
type or genetic linkage, and then cloning 
a fragment of DNA from the mutant 
genome that harbors the nucleotide se- 
quences of the transposon. This trans- 

Since the introduction of recombinant 
DNA methodology, genes can be re- 
moved from their normal environment in 
an intact genome and isolated as DNA 
fragments on cloning vectors. The avail- 
ability of purified genes in vitro in micro- 
gram amounts has dramatically expand- 
ed the potential for inducing mutations. 
In the controlled environment of the test 
tube, it is now possible to alter, efficient- 
ly and systematically, the sequence of 
nucleotides in a segment of DNA. In the 
following sections the new methods of in 
vitro mutagenesis are divided into three 
broad categories: (i) methods that re- 
structure segments of DNA, (ii) localized 
random mutagenesis, and (iii) oligonu- 
cleotide-directed mutagenesis. This clas- 
sification emphasizes the practical as- 
pects of each method's application. 

The considerable increases in muta- 
genic efficiency and specificity attainable 
with the new methods, however, do ex- 
act a price. Because these methods are 
designed for use on isolated DNA mole- 
cules, a gene must almost always be 
removed from its normal genetic con- 
text-a unique locus on a large complex 
chromosome inside a living cell (or vi- 
rus)-and inserted into the abnormal 
context of a small cloning vector propa- 
gated in E. coli. Unlike classical in vivo 
mutagenesis, in which all mutations are 
isolated in situ, in vitro mutagenesis in- 
variably yields gene mutations out of 
their normal context. This is the most 
radical and most troublesome difference 
between the classical methods and the 
powerful in vitro methods. 

For some applications, this change in 
genetic context is relatively unimpor- 
tant. For other applications, though, in- 
ferences about a wild-type gene, on the 
basis of the phenotype of a mutation 
construction in vitro, can only be made 
after the mutant allele has been restored 
to its normal genetic context. In such 
situations, the genetic manipulations re- 
quired to assess the consequences of a 
mutation in its proper context become 
the primary challenge to the molecular 
biologist. Therefore, the last two sec- 
tions of this review article are devoted to 
a discussion of the variety of available 
solutions, some partial and some com- 
plete, to this important problem. 
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Restructuring of DNA Segments 

After a gene of interest has been isolat- 
ed, it is usually necessary to reduce to a 
minimum the size of the cloned DNA 
segment carrying the gene and to move it 
into a small, circular cloning vector. By a 
form of deletion analysis, extragenic 
flanking sequences are systematically 
eliminated from the initially cloned DNA 
segment and each new deletion is tested, 
with some assay of structure or function, 
to determine that the gene is still intact. 
In this way the ends or boundaries of the 
gene are roughly defined while, at the 
same time, smaller subclones are isolat- 
ed that will simplify subsequent manipu- 
lations of the gene, such as DNA se- 
quencing and mutagenesis. 

Further reductions in size, which per- 
mit very precise definition of the func- 
tional boundaries at the 5' and 3' ends of 
the gene, are achieved by generating 
terminal deletions with one end point 
located outside of the gene and the other 
positioned progressively closer to the 
gene. Collections of deletions, which 
have been extensively used to identify 
such regulatory sequences as transcrip- 
tional promoters, can be readily con- 
structed by using an exonuclease [either 
Bal 31 (15) or exonuclease 111 plus S1 
nuclease (16)] to remove nucleotides 
starting from a unique site just outside 
the gene. This site is generated by re- 
striction enzyme cleavage of a circular 
DNA molecule; in some cases, nuclease 
digestion can be confined to one of the 
two ends of the linear DNA molecule, 
leading to deletions that extend in a 
single direction (1 7, 18). 

Insertion of a small synthetic oligonu- 
cleotide that encodes a unique restriction 
enzyme cleavage site at the end points of 
these deletions (16) or at positions ran- 
domly distributed across the cloned 
DNA segment (19) provides a readily 
available restriction site for use in fur- 
ther restructuring of the cloned DNA 
segment. These oligonucleotide inser- 
tions, termed linker mutations, are espe- 
cially versatile for the modification of 
circular DNA molecules. For instance, 
cleavage at a linker insertion introduced 
near or within the gene provides a site at 
which additional nucleotides can be in- 
serted or deleted. It may also provide 
ends by which the cloned DNA segment 
itself can be inserted into other types of 
DNA vectors for procedures such as 
nucleotide sequencing, production of 
large quantities of the gene product, and 
transformation of other types of cells. In 
addition, by joining restriction fragments 
isolated from pairs of linker insertion 
mutations of the appropriate size and 

position, mutations consisting of four to 
eight tightly clustered base substitutions 
can be generated, making it possible to 
efficiently "scan" a small region of DNA 
for regulatory sites (20). 

When changes in the level of expres- 
sion of a gene are difficult to monitor 
because of the lack of a convenient assay 
for the gene product, a common strategy 
is to construct a gene fusion in which the 
regulatory elements of the gene of inter- 
est control the expression of a gene 
product that can be readily quantitated. 
Typically, a second gene specifying an 
easily assayable enzyme, such as P-ga- 
lactosidase (21) or chloramphenicol ace- 
tyltransferase (22), is joined downstream 
of the 5' end of the first gene, either by 
fusing the two protein-encoding regions 
in frame to create a hybrid protein or by 
fusing the 5' untranslated sequences of 
the two genes so that the hybrid gene 
encodes only the product of the second 
gene. This strategy, developed in E. coli 
before the availability of recombinant 
DNA methods (23), has been expanded 
and applied to the study of gene regula- 
tion in a large number of divergent orga- 
nisms, including yeast (24, 25) and a 
number of higher eukaryotes (26). 

Random Mutagenesis 

Several of the mutagens used to ran- 
domly mutagenize organisms or viruses 
in vivo can also induce random point 
mutations in purified DNA molecules. 
Hydroxylamine and nitrous acid have 
been used to generate mutations in genes 
cloned into a plasmid or phage vector by 
simply reacting the entire recombinant 
DNA molecule with mutagen. Although 
this technically simple approach can be 
useful when coupled to a simple pheno- 
typic selection or screen, the problem of 
a background of secondary mutations 
must be dealt with, either by reducing 
mutagenesis to a level where secondary 
mutations are rare or by using recombi- 
nation to isolate the primary mutation 
free of any secondary mutations. Fur- 
thermore, as is typical of chemical muta- 
gens in general, hydroxylamine and ni- 
trous acid induce a limited number of 
base substitutions that, instead of being 
uniformly distributed across a nucleotide 
sequence, tend to cluster at a small num- 
ber of "hot spots" (27). Although techni- 
cally not an in vitro method of mutagene- 
sis, brief passage of purified DNA 
through bacterial strains carrying vari- 
ous mutator activities can also be used to 
obtain random mutagenesis (12, 28, 29). 

The potential problem of secondary 
mutations arising because of random mu- 

tagenesis can be avoided in two ways. 
First, transposon mutagenesis of a 
recombinant plasmid or phage produces 
single-insertion mutations that are often 
essentially random in distribution. These 
types of random mutations, which usual- 
ly result in complete loss offunction, can 
be isolated easily by propagating the 
cloned gene in an appropriate E. coli 
strain and then retransforming purified 
DNA with selection for the drug-resist- 
ance marker on the transposon (12, 30). 
A second, more general approach appli- 
cable to small circular DNA molecules is 
to introduce a single nick at a random 
site with deoxyribonuclease I plus ethidi- 
um bromide (31,32). After conversion of 
the nick into a short single-stranded gap, 
deletions and insertions (33) or a variety 
of types of base-substitution mutations 
(as described in the next section) can be 
efficiently targeted to the sequence of 
nucleotides exposed in the single-strand- 
ed gap. 

Localized Random Mutagenesis 

In many applications involving cloned 
genes, random mutagenesis of the puri- 
fied gene is still not a feasible approach 
for mutant isolation, usually because the 
assay for phenotype is too laborious to 
apply to the hundreds, if not thousands, 
of candidates. In response to the need 
for more direct routes to mutant isola- 
tion, in vitro methods have been devel- 
oped that result in random mutations 
confined to small segments of large DNA 
molecules. To understand the principles 
behind these methods and to compare 
their relative advantages for a particu- 
lar mutagenesis project, it is necessary 
to consider three properties: (i) site 
specificity, (ii) efficiency, and (iii) com- 
plexity. 

Site specgci ty .  All the methods dis- 
cussed in this section can induce a varie- 
ty of different point mutations localized 
within a defined interval of a DNA mole- 
cule. Exactly how a site or segment is 
targeted for mutagenesis and how large 
or small it can be are two of the principal 
variables that distinguish the different 
methods. Obviously, the optimal strate- 
gy for identifying the genetic information 
relevant to a particular phenotypic prop- 
erty is to target mutagenesis to the small- 
est interval in which all the information 
is likely to reside. 

Eficiency . Every method of mutagen- 
esis, whether targeted to the entire 
genome of a living organism or to a single 
nucleotide position in a purified DNA 
molecule, yields a mixture consisting of 
one or more mutant forms and wild type. 
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Fig. 1. Outline of three strategies for localized random mutagenesis. (A) Chemical mutagenesis 
of a restriction fragment isolated from a larger DNA molecule, followed by reassembly of 
complete molecules with DNA ligase. (B) Mutagenesis of a short single-stranded gap (or loop) 
in an otherwise duplex DNA molecule by means of a chemical mutagen that is specific for 
single-stranded DNA (for example, sodium bisulfite). (C) Nucleotide analogue incorporation, or 
nucleotide misincorporation, by DNA polymerase during synthesis from a primer-template. 

As a measure of the accomplishment of 
mutation induction, efficiency can be de- 
fined as the fraction or percentage of all 
output DNA molecules (candidates) that 
do not have the starting wild-type se- 
quence. In practical terms that are of the 
utmost importance, an increase in the 
efficiency of mutagenesis means that 
fewer candidates must be screened in 
order to find phenotypic mutations. 
Many of the new methods of in vitro 
mutagenesis have very high efficiencies 
and, consequently, new opportunities 
are presented for applying even very 
labor-intensive, "brute force" screens 
for mutants with new and rare pheno- 
types. 

Complexity. In many situations, highly 
efficient mutagenesis is of value only 
when a large variety of different muta- 
tions is generated. Complexity repre- 
sents a relative measure of the number of 
different types of nucleotide sequence 
changes that can be induced. With re- 
gard to base-substitution mutations, 
each of the four types of base pairs in 
DNA can substitute for each of the other 
three. Therefore, when mutagenesis is 
confined to one strand of DNA, there are 
12 distinguishable types of base substitu- 
tion. When both DNA strands are muta- 
ble, these 12 reduce to only six types. A 
low complexity, which is typical of most 
chemical mutagens used either in vivo or 
in vitro, translates into the induction of a 
subset of all possible substitutions at a 
subset of the different nucleotide posi- 
tions in a segment of DNA. 

One simple strategy for limiting the 
action of chemical mutagens to a specific 
DNA sequence is first to isolate a small 
restriction fragment containing the se- 
auence and then, after in vitro reaction 
with the mutagen, to recombine the mu- 
tagenized fragment back into the DNA of 
origin (Fig. 1A). Nitrous acid, hydroxyl- 
amine, methoxyamine, and other muta- 
gens have been successfully used to ob- 
tain localized random mutagenesis of ac- 
ceptable efficiency, albeit of low com- 
plexity (34-37). One technical problem 
that frequently limits the applicability of 
this strategy is the requirement for effi- 
cient reconstruction of the original DNA 
molecule from the mutagenized fragment 
plus a larger untreated fragment. If in- 
stead of using DNA ligase to rejoin the 
correct fragments (which usually limits 
mutagenesis to those fragments generat- 
ed with two single-cut restriction en- 
zymes) the mutagenized fragment is 
reannealed to a single-stranded form of 
the original molecule, mutations can be 
induced by in vitro synthesis of the sec- 
ond strand and DNA transformation (38, 
39), in much the same way as with syn- 
thetic oligonucleotides (see below). 

To increase both the complexity and 
efficiency of chemical mutagenesis of 
isolated DNA fragments, Meyers and 
Maniatis (40) have developed a system 
for in vitro DNA synthesis that generates 
mutations by the use of a damaged DNA 
strand as template. After inducing a very 
limited number of lesions in single- 
stranded DNA that destroy the base- 

pairing ability of one or more of the four 
types of bases, avian myeloblastosis vi- 
rus (AMV) reverse transcriptase is used 
to synthesize a second, complementary 
strand. Apparently at sites in the tem- 
plate where there is a damaged base, or 
no base at all, this highly error-prone 
polymerase will insert one of the four 
nucleotides in a nonspecific manner, 
leading to a very large variety of types of 
base substitution. After recombining the 
fragment back into a specially construct- 
ed cloning vector and transforming into 
E. coli, restriction fragments containing 
single-point mutations can be physically 
separated from the original wild-type 
fragment by electrophoresis on urea-gra- 
dient gels at high temperature (41). Al- 
though it requires a considerable number 
of steps, this approach is particularly 
attractive in situations in which it is 
preferable to isolate and sequence mu- 
tant forms before determining their phe- 
notypic consequences (the phenotypic 
screen is very labor-intensive) and in 
situations in which phenotypically silent 
mutations are of interest. 

A second strategy for achieving site 
specificity is to modify the local struc- 
ture of a sequence on a DNA molecule in 
such a way that the sequence becomes 
more sensitive to a mutagenic reaction 
than the flanking sequences. If such mu- 
tagen-sensitive target sites can be intro- 
duced without reducing the DNA mole- 
cule to fragments, the problem of reas- 
sembly is avoided altogether. The chemi- 
cal reactivity of a particular sequence or 
segment of a duplex DNA molecule can 
be drastically modified by converting the 
nucleotides in the segment to be muta- 
genized into a single-stranded state. By 
the appropriate enzymatic manipulation 
of circular DNA molecules in vitro (32), 
each of the three types of single-stranded 
structures-gaps, deletion loops, and 
displacement loops-can be introduced 
at more or less precisely defined sites in 
duplex DNA molecules and then can be 
used as targets for localized mutagenesis 
(Fig. 1B). 

For example, the simple inorganic salt 
sodium bisulfite efficiently induces GC 
to AT mutations by catalyzing the deam- 
ination of cytosine residues in single- 
stranded, but not double-stranded, DNA 
(42). Consequently, each of the cytosine 
residues on one strand of a segment of 
DNA can be made susceptible to muta- 
tion by exposing the sequence in a sin- 
gle-stranded gap or loop. The extent of 
deamination of such reactive cytosines 
can be carefully controlled by the con- 
centration of bisulfite and the time of the 
reaction, giving in vitro mutagenesis that 
is both highly localized and efficient (32, 
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4346). However, the only mutations in- 
duced are C to T substitutions (or G to A 
substitutions as seen from the opposite 
strand), a level of complexity too low for 
many types of mutational analysis. 

DNA polymerases, somewhat surpris- 
ingly, are emerging as the most versatile 
of the in vitro mutagens for achieving 
localized random mutagenesis that is 
both efficient and high in complexity. As 
mentioned earlier, polymerases will, in 
some cases, insert nucleotides nonspe- 
cifically onto a growing DNA chain op- 
posite sites of damage in the template 
strand. Errors in the choice of nucleotide 
incorporated from an undamaged tem- 
plate during in vitro synthesis can be 
increased, by many orders of magnitude 
over the in vivo error rate, either by 
using nucleotide analogues (47, 48) or 
simply by biasing the pool of nucleoside 
triphosphates available to the DNA po- 
lymerase (Fig. 1C). 

For instance, when incubated with a 
DNA molecule containing a short single- 
stranded gap plus one a-thiophosphate 
nucleoside triphosphate, the large frag- 
ment of E, coli DNA polymerase I can be 
made to misincorporate a single nucleo- 
tide with an efficiency that approaches 
100 percent (49). The normally very low 
frequency at which the polymerase 
makes mistakes is amplified in this in 
vitro reaction because only one of the 
four nucleotide substrates is present. 
Once the enzyme misincorporates a nu- 
cleotide, the normal correction mecha- 
nism involving the polymerase's intrinsic 
3' to 5' nuclease activity is blocked by 
the sulfur atom present in the terminal 
phosphodiester bond. In a second reac- 
tion, the remainder of the single-strand- 
ed gap is correctly filled in by extension 
from the mispaired 3'0H-terminus. Elev- 
en of the 12 types of base substitution 
have been induced at roughly compara- 
ble frequencies by means of this strategy 
of gap-misrepair mutagenesis with each 
of the four a-thiophosphate nucleotides 
(50). 

A second method for enhancing the 
rate of errors made by polymerase dur- 
ing the repair of a short single-stranded 
gap is to leave out one of the four deoxy- 
nucleoside triphosphate substrates (49). 
The gap-filling reaction can be driven to 
completion by addition of DNA ligase 
plus adenosine triphosphate, which seals 
the resulting nick and prevents subse- 
quent proofreading. Although this meth- 
od gives base-substitution mutagenesis 
of high complexity (plus frequent inser- 
tions and deletions), it has the serious 
disadvantage of frequently inducing mul- 
tiple, clustered mutations (51). 

Alternatively, in vitro repair synthesis 

with a DNA polymerase lacking an edit- 
ing 3' to 5' exonuclease can be used to 
efficiently misincorporate the conven- 
tional nucleoside triphosphates (52). Af- 
ter generating unique sites for priming by 
annealing a short oligonucleotide to cir- 
cular single-stranded DNA, it is possi- 
ble to use AMV reverse transcriptase 
to misincorporate nucleotides at down- 
stream positions. Again, by proper 
choice of reaction conditions and time of 
incubation, a large variety of types of 
base-substitution mutation can be in- 
duced with a high efficiency (53-55). 

The principal technical problem asso- 
ciated with the routine use of DNA po- 
lymerase~ as in vitro mutagens is the 
general problem of positioning the 3'OH- 
terminus, which determines the site for 
misincorporation, at any specified nucle- 
otide or at sites uniformally distributed 
across any specified interval. As men- 
tioned earlier, completely random muta- 
genesis of a small circular plasmid can be 
achieved by nicking with deoxyribonu- 
clease I plus ethidium bromide followed 
by limited 3' to 5' exonucleolytic di- 
gestion (which further randomizes the 
3'0H-terminus) to produce a short gap 
(50). To obtain mutagenesis localized to 
a defined sequence, it is sometimes pos- 
sible to move the 3'0H-terminus to a 
more or less defined position from a 
unique site nearby by means of con- 
trolled digestion with a 3' to 5' exonucle- 
ase (56) or controlled nick translation 
with DNA polymerase I (44). In addi- 
tion, modifications in the chemical struc- 
ture (57), genetic information (53), or 
replication pathway (58) of the primer- 
template often permit further improve- 
ments in the overall efficiency of muta- 
genesis by selecting specifically against 
the template strand or for the strand 
synthesized in vitro. 

Oligonucleotide-Directed Mutagenesis 

With the methods of localized random 
mutagenesis, the desired product is a 
pool of many different mutations that can 
be searched, by use of a selection or a 
screen, for the subset of mutations that 
cause specific phenotypic changes. 
However, when only one or a few muta- 
tions of defined DNA sequence (geno- 
type) are of special interest, searching 
through pools of mutations becomes a 
very inefficient strategy of mutant isola- 
tion. In these situations, synthetic oligo- 
nucleotides can be used to construct 
mutant alleles of a cloned gene with base 
substitutions, insertions, or deletions, ei- 
ther singly or in any combination (1, 59, 
60). 

The enormous versatility of oligonu- 
cleotide mutagenesis derives from the 
fact that the mutation (the part of a gene 
sequence that differs from the wild type) 
is actually synthesized de novo as a short 
oligonucleotide. Because the chemistry 
involved in coupling nucleotides imposes 
no constraints on the base sequence of 
the product oligonucleotides, there are 
no constraints on the types of mutation 
that can be induced by this method. 

There have been several recent re- 
views of the technical advances in the 
chemistry of oligonucleotide synthesis 
(59, 61, 62), and the availability of com- 
mercial automated synthesizers has 
made the actual synthesis of mutant oli- 
gonucleotides the most routine and reli- 
able step in the overall protocol. There- 
fore, this section concentrates on the 
somewhat more problematic subsequent 
steps in which the mutation encoded in 
the sequence of a synthetic oligonucleo- 
tide is introduced into a cloned gene. 

In the first strategy developed for in- 
corporating a short mutant oligonucleo- 
tide into a longer segment of DNA, DNA 
polymerase is used to copy wild-type 
sequences onto both ends of the oligonu- 
cleotide. The simplest way this can be 
done is to make a single-stranded oligo- 
nucleotide that is identical in sequence, 
except for the mutation to be induced, to 
a site on the wild-type gene (the target 
site for mutagenesis). On annealing the 
oligonucleotide to a single-stranded form 
of the wild-type gene, a short heterodu- 
plex forms that can serve as a primer for 
extension by DNA polymerase with the 
wild-type sequence as a template. If the 
single-stranded template is circular, the 
DNA polymerase may extend the newly 
synthesized strand all the way around 
the template until it reaches the 5' end of 
the oligonucleotide to form a single- 
stranded nick. Covalent closure of the 
nick by DNA ligase generates a duplex 
circular molecule that has a wild-type 
sequence in the template strand and a 
mutant sequence in the newly synthe- 
sized strand (Fig. 2A). On transforma- 
tion into a cell in which the DNA mole- 
cule undergoes replication, the two ge- 
notypes segregate and subsequently can 
be isolated as pure clones. 

Since the initial application of this 
approach to the site-specific mutagenesis 
of single-stranded phage 4x174 (63, 6 4 ,  
a number of extensions have resulted in 
its general applicability to any gene 
cloned onto a circular vector. For exam- 
ple, the requirement that the target se- 
quence be in a single-stranded state can 
be satisfied ti) by recloning the gene into 
an MI3 single-stranded vector (65); (ii) 
or into a plasmid vector that contains an 
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Fig. 2. Outline of two 
strategies for oligonu- 
cleotide-directed mu- 
tagenesis. (A) A sin- 
gle mutant oligonucle- 
otide is synthesized 
and used as a primer 
for second-strand 
synthesis by DNA 
polymerase plus 
DNA ligase. (B) Two 
synthetic oligonucleo- 
tides (x2) of comple- 
mentary sequence an- 
neal to form a short 
duplex, which is 
joined to a large re- 
striction fragment by 
DNA ligase to gener- 
ate a complete duplex 
DNA molecule. ATP, 
adenosine triphos- 
phate; dNTP, deoxy- 
nucleoside triphos- 
phates. 
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MI3 replication origin [which leads to expense of oligonucleotide synthesis, a 
packaging of single-stranded plasmid second strategy requiring two unique oli- 
DNA into virus particles after superin- gonucleotides to incorporate a mutant 
fection with M13 (66)]; (iii) by enzymati- sequence into an intact gene has become 
cally degrading part or all of one strand a feasible alternative to the oligonucleo- 
of a duplex plasmid with exonuclease I11 tide primer strategy. If a short DNA 
(67); (iv) by forming a heteroduplex mol- duplex containing a mutant sequence is 
ecule with an appropriate single-strand- formed by annealing two complementary 
ed gap (68); or (v) by direct annealing of oligonucleotides, it can be inserted into a 
the oligonucleotide to duplex DNA to much larger DNA molecule that contains 
form a D-loop (69). Instead of requiring 
that the polymerase complete the entire 
strand to attach wild-type sequences to 
the 5' end of the mutant oligonucleotide, 
a second oligonucleotide can be used to 
prime DNA synthesis from a site up- 
stream of the mutant oligonucleotide, 
yielding significantly higher efficiencies 
of mutagenesis (70, 71). 

Perhaps the most important innova- 
tion has been the use of the mutant 

all the remaining gene sequences, pro- 
vided that the ends of both molecules 
have complementary single-stranded 
"sticky" ends. The DNA is circularized 
by joining of the two molecules with 
DNA ligase, and an intact, complete 
gene is formed that contains the mutant 
duplex segment (73) (Fig. 2B). 

The synthetic mutant duplex can be 
made with any type of cohesive ends by 
appropriately extending the nucleotide 

oligonucleotide, after end labeling with sequence of each of the two synthetic 
3 2 ~ ,  as a hybridization probe to physical- oligonucleotides beyond the complemen- 
ly screen for mutant alleles among the tary region. However, to arrange for the 
progeny molecules generated on replica- 
tion of the mutagenized DNA (67). First, 
the labeled oligonucleotide is hybridized 
with the DNA of candidate molecules 
that have been immobilized on nitrocel- 
lulose under conditions of very low strin- 
gency. Autoradiography is then per- 
formed after each in a series of succes- 
sive washes at progressively higher strin- 
gency. This procedure can reliably 
discriminate between mutant and wild- 
type DNA molecules, either as plasmids 
in E.coli colonies (72) or as single- 
stranded M13 DNA in phage plaques 
(65). This technique permits the isolation 
of mutant alleles in the absence of a 
scoreable phenotype and solely on the 
basis of nucleotide sequence, even when 
the efficiency of mutagenesis is consider- 

appropriate sticky ends at precisely the 
position where the short mutant duplex 
is to be inserted almost invariably re- 
quires the introduction of unique restric- 
tion sites at the boundaries of the inser- 
tion site, either by the oligonucleotide 
primer method (74, 75) or through the 
total chemical synthesis of a gene with 
silent codon changes to create new re- 
striction sites (76). Although this strate- 
gy requires considerably more oligonu- 
cleotide synthesis plus an initial partial 
or total redesign of the nucleotide se- 
quence of the gene to be mutagenized, 
the efficiency of mutagenesis can ap- 
proach 100 percent and the labor in- 
volved in recovering mutations in a dou- 
ble-stranded vector can be significantly 
less than with other procedures. Conse- 

ably less than 1 percent. quently, this strategy is likely to be most 
With the reduction in the time and applicable for relatively small genes or 

DNA segments that are to be very inten- 
sively analyzed by site-specific mutagen- 
esis. 

Additional technical improvements 
and refinements are continuing to be 
made in both strategies of oligonucleo- 
tide-directed mutagenesis, particularly 
with regard to reducing the time and 
effort involved in assembling large col- 
lections of mutations of known sequence 
distributed over small intervals. At least 
two approaches have been described 
that permit the simultaneous synthesis of 
multiple oligonucleotides with different 
sequences. Small paper disks can be 
used as the support matrix for solid- 
phase synthesis; by simply sorting each 
disk (on which one individual chain is 
synthesized) into groups for condensa- 
tion with A, G, C, or T before each 
coupling, as many as 100 different oligo- 
nucleotides can be synthesized in four 
reaction vessels (77-79). Alternatively, 
mixtures of oligonucleotides having the 
same nucleotide sequence, except for 
different base substitutions at one or 
more designated positions, can be syn- 
thesized in one reaction vessel by adding 
a mixture of several activated nucleo- 
tides to the coupling reaction when the 
appropriate point in the synthesis is 
reached (74). By coupling mixtures of 
nucleotides at several points in the syn- 
thesis, complex pools of oligonucleo- 
tides encoding different single- and mul- 
tiple-base substitutions can be generated 
(74) for use in either the oligonucleotide 
primer or short duplex methods of muta- 
genesis. 

The tactic of synthesizing a collection 
of mutant oligonucleotides to induce 
many different mutations in one experi- 
ment can be viewed as a form of local- 
ized random mutagenesis. It seems rea- 
sonable to expect that, in the future, 
oligonucleotide-directed mutagenesis 
will evolve from its current status as a 
reasonably efficient method for altering 
single nucleotide positions into a highly 
efficient method for saturation mutagen- 
esis of DNA segments varying in length 
from 2 to perhaps as many as 50 base 
pairs. However, for mutagenesis of long- 
er DNA segments, the methods of local- 
ized random mutagenesis discussed ear- 
lier are likely to continue to provide a 
more efficient means of generating pools 
of mutations. Thus, in many respects, 
these two different classes of methods 
for in vitro mutagenesis are distinctly 
complementary. Which strategy is opti- 
mal for a given mutational analysis de- 
pends primarily on the size of the target 
sequence that must be covered to extract 
all the genetic information relevant to the 
phenomenon under study. 

Finally, all the methods of in vitro 



mutagenesis, including those that require 
synthetic oligonucleotides (80), can gen- 
:rate nucleotide sequence changes at 
sites other than those targeted for muta- 
tions. Therefore, even though a specific 
mutation of defined nucleotide sequence 
has been isolated and sequenced, an 
abserved change in phenotype cannot 
immediately be attributed to the con- 
structed mutation. Except for determin- 
ing the entire nucleotide sequence of the 
gene or genetic element that has under- 
gone mutagenesis, genetic mapping of 
the mutation is the only conclusive 
means of establishing the connection be- 
tween a change in nucleotide sequence 
ind its phenotypic consequences. 

Determining Phenotype and the 

Context Problem 

The methods described make possible 
the generation of a vast array of mutant 
forms of a cloned gene; DNA sequence 
technology makes possible the rapid de- 
termination and/or confirmation of the 
alterations in sequence, even before any 
attempt to assess phenotypic conse- 
quence. Up to this point, mutagenesis 
:an be viewed as an exercise in nucleic 
icid biochemistry. To use mutations to 
lraw inferences about underlying biolog- 
lcal phenomena, the next step, and in 
ilmost all studies the most critical step, 
1s the determination of the functional 
:onsequences of the mutations. 

Although it is biochemically correct to 
lefine a gene mutation as a change in 
nucleotide sequence, from the point of 
view of genetic analysis it is more useful 
:o define a mutation as a change in a unit 
3f genetic information. As with all infor- 
nation, the meaning conveyed is depen- 
lent on the context in which it is ex- 
xessed. Whether or not a mutation man- 
fests itself by a change in phenotype can 
lepend very significantly on the genetic 
:ontext. For example, a recessive lethal 
nutation may lead to the immediate 
leath of a haploid cell and yet be totally 
without observable effect when com- 
3ined with a wild-type allele in a diploid 
:ell. A mutant gene isolated after in vitro 
nutagenesis is, by definition, recovered 
n a foreign context. Before the function- 
i1 consequences of such a mutation can 
)e accurately determined and inferences 
:orrectly drawn about the wild-type 
gene, it may be necessary to partially, or 
)erhaps totally, restore the mutant gene 
o the same genetic context in which the 
wild-type form occurs in nature. 

The severity of this context problem 
raries with the system under study. For 
:xample, if biochemists are using in vitro 
nutagenesis to test hypotheses about the 

Fig. 3. Two strategies 
for recombining mu- 
tations constructed in 
vitro into the cellular 
gene. The URA3 gene 
is a selectable marker 
in the yeast S. cerevi- 
siae. The small x indi- 
cates the mutant, the 
large X indicates the 
sites of recombina- 
tion. 
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catalytic roles of certain amino acid resi- 
dues in an enzyme of known three-di- 
mensional structure, they will usually 
not be concerned that the organism in 
which the mutant gene was expressed or 
the transcriptional control sequences at 
its 5' end will influence the conclusions 
concerning the properties of the purified 
protein. However, molecular biologists 
studying the details of expression of a 
mouse a-globin gene can draw no infer- 
ences at all from the level of gene tran- 
scription in E. coli from a cloned comple- 
mentary DNA inserted into a X phage 
vector. In this situation the ideal experi- 
ment would be to return the mutant 
mouse gene to its normal genetic context 
so that any alterations in phenotype 
could be confidently attributed to the 
mutation, rather than to possible arti- 
facts arising from the abnormal environ- 
ment in which gene has been placed. 

To meet the challenge of studying mu- 
tations in their proper context, molecular 
biologists have devised a number of ex- 
perimental solutions. One partial solu- 
tion that permits study in a genetic con- 
text closer to that of the wild-type gene 
in nature is to examine the expression of 
a cloned gene, side by side with a collec- 
tion of mutant forms, in a convenient 
eukaryotic cell. Genes can be injected 
into Xenopus oocytes and, in a number 
of cases, the transcriptional and transla- 
tional behavior of mammalian genes in 
this context is comparable to the same 
processes in the cells of the parent mam- 
mal (81). Alternatively, it may be feasi- 
ble to reintroduce the mutant genes into 
a cell line derived from the source orga- 
nism or from a closely related species by 
DNA-mediated transformation and then 
to assay expression in either transiently 
or in stably transformed cells (82). In 
studies of this type with cultured cells, it 
is accepted practice to define "wild 
type" as the genotype and phenotype of 
the unmodified cloned gene under the 
same assay conditions. However, in the 

interpretation of phenotypes of mutant 
genes, it must be remembered that infer- 
ences with regard to the natural "wild 
typeu-that is, the intact organism and 
the genetic context it provides for the 
wild-type gene-cannot be made without 
introducing untestable assumptions. 

A complete solution to the context 
problem would require replacing the 
wild-type gene at its normal genetic lo- 
cus in a germline cell (a cell that can give 
rise to an intact organism) with the mu- 
tant allele constructed by in vitro muta- 
genesis. As discussed in the next sec- 
tion, such allele replacements have be- 
come routine genetic manipulations in 
prokaryotes and several fungi. In a num- 
ber of higher eukaryotes, cloned genes 
can be efficiently introduced into germ- 
line cells, albeit not at their normal chro- 
mosomal location. Microinjection of 
DNA into oocytes of mice (82) and 
Caenorhabditis elegans (83), for exam- 
ple, can lead to the stable germline inher- 
itance of some of the injected DNA 
sequences. In Drosophila (84) and some 
dicotyledonous plants (85), stable inheri- 
tance is greatly facilitated by the pres- 
ence of transposon sequences in the in- 
jected DNA molecules. Initial character- 
ization of the expression of Drosophila 
genes integrated at different sites in the 
genome suggest that, in some cases, 
expression and regulation of the inserted 
gene is not greatly altered by the new 
and slightly different genetic context ( 8 6  
88). 

Allele Replacement 

The idea of inducing a mutation into a 
small portion of a genome and using a 
cell's recombinational machinery to 
transfer the mutation onto the genome is 
not new. In E. coli, cellular genes carried 
on specialized transducing phages (or F' 
episomes) can be mutagenized and trans- 
ferred to an unmutagenized cell, where 
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homologous recombination between the 
mutagenized copy and the chromosomal 
copy of the gene can result in the desired 
replacement of wild type by mutant. For 
this replacement of one allele by another 
to occur, the equivalent of two cross- 
overs must take place, one on either side 
of the mutation. 

To carry out a similar sort of allele 
replacement between a mutation con- 
structed in vitro in a cloned gene copy on 
a circular plasmid and its normal genetic 
locus requires essentially the same se- 
quence of events (Fig. 3A). The recombi- 
nant plasmid, which also carries a select- 
able genetic marker, is introduced into 
the host cell by DNA transformation. 
Recombination between gene sequences 
on the plasmid and the homologous se- 
quences on the genome must occur. If 
the only pathway for stable transforma- 
tion of the genetic marker is through 
integration into the cell's genome (that 
is, the plasmid is unable to replicate 
autonomously in the host cell), the first 
crossover can be obtained by applying 
selection for the marker. Integration of 
the circular DNA results in a tandem 
duplication of the sequences of the 
cloned gene, a structure that is unstable 
to intramolecular recombination be- 
tween the two repeats. One consequence 
of this instability is that the second 
crossover can usually be obtained by 
selecting, or in some cases simply by 
screening, for spontaneous loss of the 
selectable marker. When the two cross- 
overs occur on opposite sides of the 
mutation, the end result is replacement 
of the wild-type gene with the mutant 
copy. Alternatively, both crossovers can 
be selected in a single event by transfor- 
mation with a linear DNA fragment that 
includes a selectable marker closely 
linked to the mutation, a situation very 
similar to generalized transduction in 
bacteria. 

Strategies involving circular and linear 
DNA have been successfully used to 
replace normal genes with mutant alleles 

made in vitro in a variety of bacteria 
[Salmonella typhimurium (89), E. coli 
(90), Bacillus subtilis (91)], as well as in 
the yeast Saccharomyces cerevisiae (92) 
and the filamentous fungus Aspergillus 
nidulans (93). In these bacteria and in 
yeast, homologous recombination ap- 
pears to be the dominant mode for stable 
integration of selectable markers. In As- 
pergillus, however, many of the integra- 
tive events appear to involve nonhomol- 
ogous recombination, thereby resulting 
in DNA insertions at improper sites in 
the genome (93). Regrettably, in N. 
crassa (94), as well as in nearly all higher 
eukaryotic cells (95, 82), integrative 
transformation by exogenous DNA mol- 
ecules occurs predominantly via nonho- 
mologous pathways, making replace- 
ment of alleles at the chromosomal locus 
problematic. 

Two modified forms of allele replace- 
ment deserve brief mention. When muta- 
tions are induced in a cloned gene that 
has a deletion at one end, integration by 
homologous recombination results in a 
tandem duplication in which only one of 
the two copies is intact (Fig. 3B). As a 
result, recessive mutations can be ex- 
pressed in the transformed cell, there 
being no second, wild-type copy to mask 
the phenotypic consequences. This per- 
mits a selection or screen to be applied 
directly to the initial transformants (in- 
stead of transformants that subsequently 
excised the plasmid), thereby simplifying 
the identification of recessive mutations. 
This strategy has been used to isolate 
conditional lethal mutations in the yeast 
genes encoding actin (96), (3-tubulin (97), 
and topoisomerase I1 (98). 

Similarly, integration of a gene copy 
deleted at both ends (an internal DNA 
fragment) generates a tandem duplica- 
tion in which neither of the two copies is 
intact (Fig. 4). This "integrative-disrup- 
tion" technique has been used to deter- 
mine the phenotype of null mutations in 
yeast (3, 99), Aspergillus (92), and sever- 
al bacterial species (100). Alternatively, 

a gene can be disrupted by DNA trans- 
formation with a linear DNA fragment 
containing a selectable marker inserted 
within a cloned copy of the gene (101, 
102), giving rise to a very stable null 
mutation. 

In summary, methods for precise al- 
lele replacement are now routine for 
some microorganisms, making the ideal 
mutation experiment readily achievable. 
It is possible to clone a gene from these 
organisms, make a single mutation, re- 
place the normal gene in its proper genet- 
ic context with the mutant allele, and 
then study the consequences, even if 
they are quite subtle or altogether unex- 
pected. The ability to do such experi- 
ments in S ,  cerevisiae is a major reason 
for the current enthusiasm for studying 
gene regulation and basic problems of 
cell biology in this simple eukaryotic 
organism. It is hoped that methods for 
gene replacement will be developed for 
higher eukaryotes as well in the near 
future, at which time the genes and ge- 
netic regulatory elements involved in de- 
velopmental pathways and neurological 
phenomena may become amenable to 
systematic analysis with gene mutations. 

Conclusions 

New in vitro methods for altering the 
nucleotide sequence of DNA molecules 
have emerged during the past few years 
and have greatly expanded the range of 
problems to which mutational analysis 
can be applied. To a considerable de- 
gree, the armamentarium the geneticist 
needs to collect gene mutations for 
studying phenomena at all levels of bio- 
logical organization and complexity is 
now complete: Mutagenesis can be tar- 
geted to the entire genome, to individual 
genes and gene clusters, to structural 
and regulatory segments of genes, and to 
single nucleotide positions. The chal- 
lenge for the future will not be in the 
isolation of greater and greater numbers 
of mutations, but rather in the detailed 
reading and interpretation of the story 
each mutation has to tell. 
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