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Rate Theories and Puzzles of 
Hemeprotein Kinetics 

Hans Frauenfelder and Peter G. Wolynes 

Chemical reactions govern all aspects 
of biological processes, from enzyme 
catalysis to transfer of charge, matter, 
and information. Any deep understand- 
ing of biological reactions must be based 
on a sound theory of chemical reaction 
dynamics. Most of the knowledge of 
reaction dynamics, however, has been 
deduced from studies of two-body inter- 
actions of small molecules in the gas 
phase (1). In contrast to this simple sys- 
tem, biomolecules provide a complex 

tions, thus no explicit attention need be 
paid to the dynamics of the changing 
electronic structure. In that case, a pic- 
ture of the reaction dynamics based on a 
single adiabatic potential-energy surface 
is appropriate. When the spins of the 
reactants change or when long-range 
electron transfer is involved, however, 
the changes in electronic structure may 
be slower than the nuclear motion. The 
characteristics of the electronic motion, 
then, are important in determining the 

Summary. The binding of dioxygen and carbon monoxide to heme proteins such as 
myoglobin and hemoglobin has been studied with flash photolysis. At temperatures 
below 200 K, binding occurs from within the heme pocket and, contrary to expecta- 
tion, with nearly equal rates for both ligands. This observation has led to a 
reexamination of the theory of the association reaction taking into account friction, 
protein structure, and the nature of electronic transitions. The rate coefficients for the 
limiting cases of large and small friction are found with simple arguments that use 
characteristic lengths and times. The arguments indicate how transition state theory 
as well as calculations based on nonadiabatic perturbation theory, which is called the 
Golden Rule, may fail. For ligand-binding reactions the data suggest the existence of 
intermediate states not directly observed so far. The general considerations may also 
apply to other biomolecular processes such as electron transport. 

but highly organized environment that 
can affect the course of the reaction. 
Fortunately, the complexity imparts a 
richness of phenomena that allows the 
examination of fundamental aspects of 
reaction dynamics. Biomolecules, in par- 
ticular heme proteins, are an excellent 
laboratory as shown, for example, by the 
observations of nuclear tunneling in 
them (24).  

Most reactions involve motion of the 
nuclei of the reacting species and 
changes in their electronic structure. For 
many reactions the electronic structure 
adiabatically follows the nuclear mo- 

reaction rate, and a theory of the nonadi- 
abatic transition from one electronic 
state to another is needed. Such a theory 
has been used as the basis of most treat- 
ments of biological electron transfer (5). 
Since kinetic control is at the heart of 
many biological processes, an assess- 
ment of the relative importance of nucle- 
ar and electronic motions is desirable. 

The binding of dioxygen (02) and car- 
bon monoxide (CO) to heme proteins is a 
situation where the problem can be stud- 
ied in detail. In this article, we discuss 
these reactions with the aim of con- 
structing a qualitative framework for un- 

derstanding the general issue of nuclear 
and electronic motions in biomolecular 
reactions. In this analysis, we consider 
recent ideas on the influence of dissipa. 
tion and fluctuations on reaction dynam- 
ics and show the limitations of transition 
state theory in complex systems. At- 
tempts to understand heme reactions 
have been made before, notably by 
Jortner and Ulstrup (6) and by Hopfield 
and his co-workers (7), who have used 
theories of nonadiabatic transitions. We 
show that an approximation of adiabatic 
behavior may be closer to reality. The 
analysis of the specific reactions leads to 
general conclusions that may be applica- 
ble to other reactions in biomolecules 
and in condensed phases. 

Binding of O2 and CO to Heme Proteins 

The "laboratory" for studying the 
binding reaction is shown in Fig. 1, a 
schematic cross section of a heme pro- 
tein, for instance myoglobin or a separat- 
ed hemoglobin chain. Flash photolysis 
experiments suggest that ligand binding 
occurs through a complex path: the lig- 
and, for instance 0 2 ,  enters the protein 
matrix from the solvent, moves through 
the matrix into the heme pocket, and 
binds covalently to the heme iron (8). 
The formation of the covalent bond be- 
tween the ligand and the iron is the rate- 
limiting step (9). We will concern our- 
selves with this step, not with the motion 
from the solvent to the pocket. 

The initial state (called state B) and the 
final state (called state A) in the bond 
formation are structurally and spectro- 
scopically well characterized (10). The 
spatial structures of the CO- and 02- 
bound species are similar. Before bond 
formation, the heme iron has spin 2; it 
lies about 0.5 A out of the mean heme 
plane; and the heme is domed. In the 
bound state, A, the spin is zero; the iron 
has moved closer to the heme plane; and 
the heme is nearly planar. The best cur- 
rent descriptions of the electronic struc- 
ture of the oxy and the carbon monoxy 
species are, however, different (11). The 
free CO molecule in state B has closed 
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Table 1. Values of the peak activation enthalpy, mLk, and the preexponential term, A B A ,  for 
the binding of 0, and CO to three heme proteins. 

of states, n ~ ,  in the initial state B. If the 
Boltzmann relation S = kB In n, where S 

Heme 
protein 

(kJ m0l-') log ( ~ ~ ~ 1 s e c - I )  

0 2  CO 0 2  CO 

Myoglobin 

PA 
PZ 

shells and is in the singlet configuration 
'2'. Free 02, in contrast, is in the triplet 
state 32, and has unpaired electrons out- 
side a closed shell. The bound states of 
the two ligands consequently differ. The 
CO complex is described according to 
ligand field theory as being a (t2,16 fer- 
rous iron, coordinated with the strong- 
field ligand CO and the auxiliary ligands 
of the protein. The 0 2  complex is most 
easily characterized via valence bond 
theory as a biradical in which the ferrous 
iron has orbital occupations of interme- 
diate spin (eg)'(t2g)5 and is bonded to the 
triplet 0 2 .  The spins on the iron and 
oxygen are paired through an antiferro- 
magnetic superexchange interaction, 
which results in an overall singlet state. 

Given the difference in electronic 
structure, it is surprising to find that 0 2  

and CO bind similarly. The bond forma- 
tion B + A has been studied at tempera- 
tures between about 40 and 160 K (8). 
The binding process is not exponential in 
time. This observation is explained by 
postulating that each protein molecule 
can assume a large number of slightly 
different conformational substates, each 
with a different activation enthalpy HBA 
for the transition B -, A, and that below 
200 K each molecule is frozen into a 
particular substate. We denote with 
g(HBA) dHBA the probability of finding a 
protein molecule with activation barrier 
between HBA and HBA + dHBA and as- 
sume an Arrhenius expression kBA (HBA, 
T )  = ABA exp(-HBA/RT), for the rate 
coefficient kBA (HBA,T) where T is the 
absolute temperature. The experimental 
data then determine ABA and ~ ( H B A ) .  
Figure 2 gives g(HBA) for the binding of 
O2 and CO to myoglobin (Mb) and the 
separated P chains of normal human 
hemoglobin (pA) and the mutant hemo- 
globin Ziirich (pZ) (8, 9, 12, 13). All 
the distributions have essentially the 
same shape but different peak enthalpies, 
mik. Values of Hp1"ik and ABA are listed 
in Table 1. The preexponential factors, 
the peak enthalpies, and the distribution 
of activation enthalpies are similar for 0 2  

and CO binding to a given protein (Fig. 2 
and Table 1). 

The data presented in Fig. 2 and Table 
1 are the center of the puzzle of heme- 

protein kinetics: if the electronic struc- 
tures and the changes in spin state are so 
different for CO and 02, why are the pre- 
exponential factors and the enthalpy dis- 
tributions so similar? The adiabaticity or 
nonadiabaticity of the binding reaction 
should be reflected in these data. In both 
cases a spin change mediated through 
the weak spin-orbit interaction is neces- 
sary, and thus a nonadiabatic process is 
possible. For O2 a net spin change of 1 
occurs, and only a first-order spin-orbit 
interaction is needed. The spin prohibi- 
tion should be so weak that the process 
would be adiabatic. In the CO case, a net 
spin change of 2 is involved, necessitat- 
ing the intervention of a electronically 
slower second-order spin-orbit interac- 
tion if the transition is direct. Binding of 
CO consequently is expected to be non- 
adiabatic. 

The puzzle is compounded by a con- 
sideration of the preexponential ABA. 
The values in Table 1 show that the value 
of ABA for O2 and CO in all three heme 
proteins is about lo9 sec-', smaller by 
approximately a factor of lo3 than the 
canonical value of 10" sec-' at about 
100 K. The smallness of ABA is some- 
times taken as evidence for nonadiabati- 
city. The fact that ABA is the same for 0 2  

and CO casts doubt on this interpreta- 
tion, and the ratio of the preexponential 
factors ABA and AAB strengthens the 
doubts. The rate of the transition B -t A 
is inversely proportional to the number 

Fig. 1. Schematic cross section of a heme 
protein. The small ligand, O,, is shown bound 
to the heme iron in the heme pocket on the 
distal side. 

is the entropy and kB the Boltzmann 
constant, is applied, the ratio of pre- 
exponential factors for the transitions 
A + B and B + A can be written as 
AAB/ABA = nB/nA = dSB - SA)iks .  For OX- 

ymyoglobin (Mb02), AAB can be deter- 
mined directly. The dissociation rate for 
Mb02 has been measured with a replace- 
ment reaction after flash photolysis from 
260 to 320 K (14). With a simple kinetic 
analysis (9) kAB(T) can be found. An 
Arrhenius plot then yields HAB = 79 kJ 
mol-' and AAB = 2 X 1015 sec-' so that 
AAB/ABA = lo6 Or (SB - SA)/~B = 14. 
[Such an entropy loss in going from B to 
A is reasonable. In B, the ligand occu- 
pies a volume of about 30 A3 (9); the 
corresponding loss of translational entro- 
py accounts for 8kB (15). The loss of 
rotational entropy of the ligand and the 
spin change of the iron can account for 
the remaining 6kB (16).] Equilibrium data 
indicate a similar entropy loss in the last 
step of CO binding. If one half of the 
entropy loss in going from B to A occurs 
between the pocket, that is, the B state, 
and the transition state, the smallness of 
ABA is attributable to the entropy drop 
alone. and there is no need for a small, 
dynamic preexponential factor, which 
would be symptomatic for nonadiabati- 
city. We must entertain the possibility 
that both CO and O2 binding occur by 
means of partially or fully adiabatic tran- 
sitions. 

The expectation that the step B -t A 
is nonadiabatic for the binding of CO 
arises from the conventional adiabaticitv 
criterion, which we will discuss in the 
next section. Two phenomena can 
change the criterion, friction (dissipa- 
tion) and the existence of intermediate 
states. Friction can account for a small 
preexponential term and increase the 
time that the system spends in the transi- 
tion state, thus rendering a nonadiabatic 
transition adiabatic. The entropy argu- 
ment, however, makes a large reduction 
of the preexponential factor through fric- 
tion unlikely. Nevertheless, we will dis- 
cuss the effect of friction in the following 
sections. The explanation of adiabaticity 
through the existence of intermediate 
states is favored by two experimental 
observations, the pressure dependence 
of the kinetics and the results from 
low-temperature infrared spectroscopy. 
Studies of the B + A transition at tem- 
peratures between 60 and 160 K with 
pressures up to 2 kbar show that kBA 
increases with pressure for the binding of 
CO to myoglobin, decreases with pres- 
sure for the binding of O2 to myoglobin, 
and is nearly pressure-independent for 
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the binding of CO to protoheme (17). 
These observations are consistent with 
the pressure dependencies measured for 
the overall binding rates at 300 K (18). 
The different pressure dependencies of 
CO and O2 are hard to reconcile with the 
idea that the transition B -+ A is a direct 
one. The occurrence of intermediate 
states is also suggested by the observa- 
tion with infrared spectroscopy of CO 
binding at low temperatures (19). 

Adiabatic and Nonadiabatic 

Potential Surfaces 

To provide a theoretical framework 
for discussing the problems outlined in 
the previous section, we will first reca- 
pitulate the differences between adiabat- 
ic and nonadiabatic transitions in simple 
reactions. In chemical reactions, both 
electrons and nuclei move. Because of 
the mass difference between electrons 
and nuclei, we can consider the nuclei at 
any moment to be fixed and obtain ener- 
gy levels for the electronic motion in the 
fixed field of the nuclei as functions of 
the distance between the nuclei (the 
Born-Oppenheimer approximation). As 
an example, we show in Fig. 3 the poten- 
tial energy curves for the reaction of CO 
with the heme group in a one-dimension- 
a1 model in two different approxima- 
tions. We assume that only two electron- 
ic states exist, the bound state s (for 
singlet) and the unbound state q (for 
quintuplet). If the matrix element V,, 
conqecting the two states is zero, the 
resulting diabatic energy curves (Fig. 3a) 
cross each other. If the interaction be- 
tween the two states is not zero, the 
curves "repel" each other (Fig. 3b) (20). 
The splitting (least distance) between the 
two curves is given by 

A = 2 IVsqI 

The curve that starts out as q at large 
values of r changes character in the 
mixing region and becomes s at small 
values of r. In the mixing region, both 
curves are superpositions of s and q. 
Some confusion occasionally arises in 
the interpretation of diagrams like those 
in Fig. 3: the curves do not represent 
potentials that are used in the Schroding- 
er equation to determine energy levels; 
indeed they are the energy levels (or 
energy surfaces) as a function of the 
distance r. 

We now consider the dynamics of the 
association process in terms of Fig. 3, 
using a semiclassical model in which the 
nuclei move classically and the electron- 
ic state adjusts to the changing nuclear 
coordinates. Assume the system starts 

Fig. 2. Distribution function, 
g(HBA) ,  for the binding of CO - 

(solid lines) and O2 (dashed 
lines) to three monomeric 
heme proteins. 

0 5 10  15 2 0 25  

HBA(kJ  mol-'1 

out in state B. Only through the V,, 
coupling can a transition occur; if 
Vsq = 0, the system will remain in state 
B because the electronic state cannot 
change even if the nuclear coordinates, 
through their thermal motion, find them- 
selves in the A configuration. Transi- 
tions outside of the mixing region can be 
neglected (21); the transition B -+ A de- 
pends on the passage of nuclei through 
the crossing region. If V,, is very large 
compared to the kinetic energy of nucle- 
ar motion, kBT, the upper electronic 
state will be thermally inaccessible 
(A>> kBT), and the nuclei will move 
according to the lower state, adiabatic 
potential curve. The electronic dynamics 
can be ignored, except in so far as it 
determines the adiabatic surface. When 
A 5 kBT, thermodynamic considerations 
alone do not determine whether the elec- 
tronic state can change. Depending on 
the relative time scale of electronic and 
nuclear motion, the system can either 
remain in state q, move along the dashed 
diabatic curve in Fig. 3b, and reach the 
upper surface, or it can undergo a transi- 
tion q -+ s and move along the solid 
adiabatic curve. To obtain a criterion 
characterizing adiabaticity we use the 
uncertainty relation: if the energy uncer- 
tainty of the system in the mixing region 
is small compared to the splitting, A, the 
system will remain on the lower surface 
rtnd the transition will be adiabatic. The 
energy uncertainty is given by h/TLZ, 
where h is Planck's constant divided by 
277 and TLZ is the time spent in the mixing 

region, which is called the Landau-Zener 
region. If the system moves through the 
mixing region with constant velocity v 
and if transitions can occur over a region 
of length tLZ, TLZ is given by 

TLZ = eLC/v 

From Fig. 3b, tLz is approximately given 
by 

where the forces F1 and F2 are the slopes 
of the diabatic curves at the avoided 
crossing r,. The adiabaticity parameter 
~ L Z ,  defined as the ratio of the splitting A 
to the energy uncertainty  IT^^, can be 
written as 

(2) 

If yLz >> 1, the transition is adiabatic. 
If yLz 5 1, the system can remain on the 
diabatic surface and reach the upper 
state. Not every crossing through the 
mixing region then results in a transition 
from the initial state B to the final state 
A. The probability P for the electronic 
structure to change on a single crossing, 
that is, for the system to stay on the 
adiabatic surface, has been calculated by 
Landau (22), Zener (23), and Stueckel- 
berg (24) as 

P = 1 - exp(-7i.yLz/2) (3) 

This expression verifies the argument 
given above; if yLz >> 1, P = 1, and 

Fig. 3.  Schematic rep- 
resentation of the po- 
tential energy curves 
for the reaction of CO 
with levels; (a) diabatic the (b) heme adiabatic energy iron: gik 
energy levels. Here s 
denotes the singlet 
state, and q the quin- 
tuplet state; transi- 
tions s -, q are for- ____L__ 
bidden in (a). r ro r 

React~on coord~nate 
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the transition is adiabatic. If YLZ << 1 ,  
the following expression is obtained: 

The probability is proportional to A2, 
which is the hallmark of a highly nonadi- 
abatic reaction. The dependence on A2 
is also obtained in derivations of rate 
coefficients from nonadiabatic perturba- 
tion theory, which is called the Golden 
Rule, in which A is treated as a small 
perturbation causing the electronic tran- 
sition. 

Transition State Theory of 

Adiabatic Reactions 

Even when a reaction takes place adia- 
batically on a single potential surface, 
the determination of the rate coefficient 
requires a consideration of the dynamics 
of configurational rearrangement. The 
simplest theory of rate coefficients is the 
transition state theory (TST) (1). Its key- 
stone is the assumption that a typical 
reactive trajectory crosses the barrier 
from reactant to product only once be- 
fore being trapped for a very long time; 
later recrossings are unrelated events. 
This assumption reduces the calculation 
of a rate coefficient to a consideration of 
the equilibrium concentration of activat- 
ed configurations. To find the TST rate, 
we consider an adiabatic one-dimension- 
a1 reaction represented by the lower sol- 
id curve in Fig. 3b and neglect transitions 
A +  B. The number of systems that 
move from B to A per unit time is given 
by dNB/dt = kNB, where dNB/dt is the 
rate, k is the rate coefficient, and NB is 
the number of systems in state B. If the 
system moves over the barrier with aver- 
age thermal velocity 

where m is the effective mass associated 
with the reaction coordinate, and with- 
out being hindered (a ballistic transition), 
the rate is essentially the same as that 
given by the kinetic theory of gases for 
effusive flow through an orifice, 

~ ~ d x  is the number of systems within a 
range dx around the transition state con- 
figuration. The factor 112 arises because 
only one half the particles are moving 
toward A. The Boltzmann distribution 
determines the fraction of molecules in 
the transition state: 

where H: is the enthalpy of activation 
(HBA), r is the position on the reaction 
coordinate, and U(r) is the potential en- 
ergy as a function of the reaction coordi- 
nate. If the barrier is high compared to 
kBT and the potential in B is harmonic, 

where w~ is the frequency of motion in 
the B well. The integration in Eq. 6 can 
be performed, and the result combined 
with Eq. 5 yields the transition-state rate 
coefficient kTST: 

Entropy and Friction in 

Chemical Reactions 

So far we have treated reactions as 
two-body collisions in one dimension. In 
reality a biochemical reaction takes 
place in a condensed phase and involves 
potential energy surfaces that are multi- 
dimensional. In such complex reactions, 
however, it is often useful to consider 
one or a few coordinates of motion as the 
most important in determining the reac- 
tion rate. This reduced description of the 
reaction coordinates entails the introduc- 
tion of two new concepts, one a static 
modification of potential energy surfaces 
due to entropy and the other a dynamical 
effect loosely described as friction. The 
mathematics of this reduction in level of 
description has been worked out for pro- 
cesses occurring on a single potential 
surface when the nuclear motion is clas- 
sical. Although the corresponding devel- 
opment for multiple energy surfaces is 
somewhat problematic, the approach 
seems adequate for the present discus- 
sion, in which we assume classical nucle- 
ar motion. 

The introduction of entropy is straight- 
forward. We continue to use the diagram 
Fig. 3b, but interpret it as a plot of the 
Gibbs free energy G(r) as a function of 
the reaction coordinate that has been 
singled out. The activation enthalpy H' 
in Eq. 7 is replaced by the Gibbs free 
energy of activation, G' = Hi - TSI, 
where S' is the entropy of activation and 
eSt/kB is the ratio of the number of states 
in the transition state to that in the initial 
state. The entropy counts the number of 
states available in the disregarded, or 
"invisible," coordinates when the reac- 
tion coordinate has a fixed value. Thus 
if the entropy is smaller in the transi- 
tion state than in the reactant the rate 
is diminished (just as the rate of get- 
ting billiard balls into the pockets de- 

creases as the pocket area decreases). 
One-dimensional Newtonian motion 

on the free energy surface does not faith- 
fully imitate the motion of the reaction 
coordinate. The invisible coordinates 
have a profound dynamical effect on this 
motion and, through a breakdown of the 
TST dynamical assumption, can dramat- 
ically affect the rate. To understand the 
dynamical effect of the invisible coordi- 
nates we note that the energy and mo- 
mentum of the entire system, protein 
plus environment, are, of course, con- 
served. If we could treat the entire sys- 
tem without approximations, all dynami- 
cal effects would be incorporated, and 
there would be no need to introduce 
friction. The separation into a reaction 
coordinate and invisible coordinates 
changes the way in which we treat the 
system. The invisible coordinates ex- 
change energy and momentum with the 
reaction coordinate. Energy and momen- 
tum of the reaction coordinate alone are 
not conserved; the reaction coordinate 
can gain or lose energy and momentum. 
The effect of this exchange on the reac- 
tion coordinate is called friction. Friction 
is essential for the trapping of the system 
in the product state. A necessary con- 
comitant of friction is the fluctuation 
forces arising also from the ignored coor- 
dinates (25). When friction is large the 
motion along the reaction coordinate 
looks like a Brownian motion or a ran- 
dom walk, not the motion of a particle 
subject to conservative forces. Friction 
can be roughly characterized by a veloci- 
ty autocorrelation time T, which is in- 
versely proportional to the friction coef- 
ficient 5 ,  

Here again m is the effective mass. In a 
liquid, friction is approximately related 
to the viscosity by Stokes law as 

where q is the coefficient of viscosity 
and a is a characteristic linear distance. 
Friction and fluctuations were taken into 
account in 1940 by Kramers, who used 
the Fokker-Planck equation to treat re- 
actions as the escape of particles from a 
one-dimensional potential well (26). For 
a long time, Kramers' work was only 
appreciated by a few theoreticians (27). 
Recently, however, his ideas have resur- 
faced in much theoretical (28) and ex- 
perimental work (14, 29) on kinetics in 
condensed phases. The frictional effects 
on the rate are contained in a transmis- 
sion coefficient, K, which represents the 
fact that even when the system is poised 
at the transition state and is moving 
toward product formation, it will not 
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necessarily get there, because fluctua- 
tions in the other coordinates can exert 
forces that reverse the direction of mo- 
tion. Thus, in a typical reactive path, the 
reactants do not go directly from one 
side of the well to the other but rather 
may cross the transition region many 
times, tottering back and forth before 
reacting. A rate coefficient counts the 
number of successful trajectories. For an 
adiabatic reaction. TST counts each of 
the forward crossings on a single trajec- 
tory as contributing to the rate. The TST 
thus overestimates the rate coefficient by 
a factor equal to the number of times, 
(Nc + 1)/2, that a typical trajectory 
crosses the col before falling to one side 
or the other. The transmission coeffi- 
cient is roughly the inverse of the num- 
ber of forward crossings, 

Since Nc can be large, this argument 
shows the error in the belief that the 
transmission coefficient cannot be small- 
er than 112 because the system must fall 
into either the reactant or the product 
well. 

The fundamental results of Kramers 
and the corroborating modern analyses 
can be stated simply. At low friction the 
transmission factor is proportional, and 
at high friction inversely proportional, to 
the friction coefficient. In the intermedi- 
ate regime, K depends somewhat on the 
potential surface topography and fric- 
tional mechanism, but the value predict- 
ed by TST (when tunneling is neglected) 
is an upper limit that can be significantly 
in error (30). These results are summa- 
rized in the graph of transmission factors 
in Fig. 4. 

The Reaction Rate at the 

Low and High Friction Limits 

Figure 4 shows the two Kramers re- 
gimes of the reaction rate, the under- 
damped one with k a 5 and the over- 
damped one with k 116. The rate coef- 
ficient reaches a maximum at a value 

Scrit = dmw (10) 

where d is a numerical constant that 
depends on the energy surface and the 
damping mechanism but is smaller than 1 
(28, 31). With the Stokes relation (9) and 
d = 1, Eq. 10 becomes 

The typical values of mla = 2 x lo-'' 
g cm-' and ~ 1 2 ~  = 1013 sec-' yield qC", 
= 7 millipoise (mP). Water at 300 K has 
a viscosity of 8.5 mP, so we expect most 
protein reactions to be overdamped. 

Fig. 4. The transmission factor K as a function 
of the friction coefficient 5 (in units of mw*). 
The solid li~le indicates the adiabatic Kramers 
curve. The dashed lines correspond to the 
situation where the Landau-Zener factor is 
smaller than 1. 

Whereas the calculation of the reac- 
tion rate over the entire range of friction 
is difficult (26-28, 31), the limiting cases 
5 << Scrit and 5 >> tcr,, can be treated 
by using simple physical arguments 
based on the two characteristic lengths 
in the problem. The first length is the 
mean free path, A, the average distance 
before the coordinate reverses its direc- 
tion of motion. From Eq. 8, A is related 
to the velocity autocorrelation time T, or 
the friction 6 by 

where v,,, is the root-mean-square ve- 
locity. The second relevant length is the 
size of the transition region, tTs, defined 
by the condition that the energy in this 
region is within kBT of the transition 
state energy. For a parabolic Gibbs ener- 
gy barrier with curvature r n ( ~ * ) ~  at the 
col, tTs is given by 

where w* is the undamped frequency of 
motion at the top of the transition barri- 
er. For a cusp-like barrier, as occurs in 
surface crossings, tTs is given by 

The character of the transition is de- 
termined by the ratio AleTs, given by 
Eqs. 11 and 12 as 

Equation 10 implies that the motion in 
the transition state is critically damped if 
A -" eTs. If A >> tTs, the crossing 
through the transition region will be bal- 
listic; if << tTs, the system will un- 
dergo many collisions in the transition 
state. We will now discuss the two ex- 
tremes in more detail. 

Low friction. If the friction is low, the 
system, on leaving the transition state, 
will not lose sufficient energy to drop 
into an energy well but will bounce off 
the other side and recross the energy 

barrier. If T, is the time to traverse the 
well and TE the time to lose approximate- 
ly the energy kBT,  the system will go 
back and forth across the barrier roughly 
Nc = T$T, times before being deacti- 
vated. In general, TE is proportional to 
the velocity autocorrelation time T,, Eq. 
8, with a proportionality coefficient that 
depends on the friction mechanism. For 
the Fokker-Planck model used by Kra- 
mers, 

The transmission factor 

is thus, in general, proportional to the 
friction as illustrated in the left branch of 
the curve in Fig. 4. The same result is 
obtained by considering the time it takes 
to activate a system that is initially in 
well B. Activation and deactivation are 
related by microscopic reversibility. For 
a one-dimensional system, T, is of the 
order of wgl. If the reaction coordinate is 
coupled to internal degrees of freedom 
(that are not counted as contributing to 
friction), the system may get lost in the 
multidimensional phase space before re- 
finding the passageway, and T ,  may be 
much longer than wg'. The behavior of 
the reaction rate at low friction conse- 
quently depends on details of the multi- 
dimensional potential surface. 

High friction. When the friction is 
high, energy flow into and out of the 
reaction coordinate is assured and not 
rate-limiting. Instead the high friction 
leads to Brownian motion of the system 
in the transition region and the system 
crosses the top of the barrier many 
times. Of the time spent in the transition 
region a fraction, is spent within a 
mean free path of the top. The system's 
total number of velocity reversals while 
remaining in the transition region is giv- 
en by N = ( tTs /~)2 ,  the relation for a 
random walk. Thus, there are typically 

crossings at the top of the barrier and 

Combining K = 2h/tTs with Eqs. 7 and 
13, we find the rate coefficient at the 
high-damping limit becomes 

Here we have replaced HQY the Gibbs 
free energy of the activated state, G*. 
Equation 14 is the relation Kramers 
found at the high-damping limit (26). 
(This limit is sometimes called the "dif- 
fusion limit." Diffusion here refers to the 
Brownian passage over the col and not to 
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the ordinary diffusion that governs "dif- 
fusion-controlled" bimolecular reac- 
tions.) 

The approach of Kramers is a more 
appropriate description of biomolecular 
reactions than is TST. One point, in 
particular, requires an additional re- 
mark. Experimental data are usually fit- 
ted with an Arrhenius relation, k = A 
exp(-E/kBn. Customarily, the validity 
of the TST equation, Eq. 7, is assumed 
and H\S replaced with H* - TS*, to 
extract activation enthalpy and entropy 
by means of the relations H" E and 
exp(sVkB) = ( ~ ~ F A I W ~ ) .  These approxi- 
mations are based on the assumption 
that the transmission factor, K ,  is nearly 
temperature-independent. Figure 4 
shows, however, that K depends on fric- 
tion. Friction is strongly temperature- 
dependent. Thus, with the relation 

the relation between activation enthal- 
pies and entropies corresponding to the 
high-damping result Eq. 14 are (14, 32) 

where To is the average temperature 
where the data were taken. These rela- 
tions show that the intrinsic activation 
enthalpies and entropies are smaller than 
the ones extracted in the customary way 
from an Arrhenius fit. A similar caveat 
applies to the activation volume, as has 
been pointed out by Montgomery, Chan- 
dler, and Berne (28). Again the pre- 
exponential term can hide part of the 
pressure dependence. The relations 
shown in Eq. 15 are valid in the over- 
damped regime; closer to ?,,,, they must 
be modified (14). In very viscous sol- 
vents the overdamped motion in the 
transition state may be more rapid than 
that used in measuring macroscopic vis- 
cosities, and "memory" effects must be 
taken into account (33): Grote and 
Hynes have shown that one need only 
replace the low-frequency friction coeffi- 
cient in the Kramers rate by its renorma- 
lized value at the overdamped frequency 
of motion in the transition state. Very 
viscous solvents have a power-law de- 
pendence of viscosity on frequency. Thus 
at high friction this argument leads to a 
fractional power-dependence on macro- 
scopic viscosity, as has been observed in 
reactions of biomolecules (14, 34). 

Friction and Criteria for Nonadiabaticity 

So far we have treated the effect of 
friction on adiabatic transitions, a well- 
studied problem. Friction will also affect 
the nonadiabatic features of a reaction: it 

may cause the system to spend more 
time in the transition region, which 
would allow more time for a change in 
electronic state. All three length scales, 
tTs, tLz,  and A, are important in deter- 
mining the dynamics, and we must dis- 
cuss various limiting cases to see how 
they affect adiabaticity. 

1) tLz >> tTs. In Fig. 3b, tLz is ap- 
proximately the region where the poten- 
tial is within A of the col; tTs is the 
corresponding region with A replaced by 
kBT. The condition tLZ >> tTS hence 
implies A >> kBT; the higher electronic 
state is thermally inaccessible, and the 
reaction is adiabatic. Nonadiabatic ef- 
fects are important only if eLz 5 eTs. 

2) tLz << tTs << A.  Under these 
conditions, the higher energy state is 
thermally accessible, and each crossing 
of the transition region is ballistic. One 
obtains the rate coefficient by multiply- 
ing the TST rate coefficient by P, Eq. 3. 
In the limit yLz << 1, the result is iden- 
tical to the one derived from the Golden 
Rule and used by Jortner and Ulstrup (6) 
and by Redi et al. (7) to analyze CO 
binding to heme proteins. The corre- 
sponding adiabaticity parameter, Eq. 2, 
can be written as 

where edB = hlmv is the reduced ther- 
mal deBroglie wavelength. 

3) eLz << A << tTs. On each pas- 
sage through the transition region, multi- 
ple crossings of the mixing (Landau- 
Zener) region occur. Between crossings, 
but before dropping into one of the ener- 
gy wells, the system passes into a region 
in which the energy gap is large. It is 
reasonable to assume that there is no 
phase memory between the crossings so 
that the probabilities of crossings add 
incoherently as in classical probability 
theory. The number of crossings is ap- 
proximately given by N, = (eTs/A). If 
one assumes that the random number of 
successful crossings follows a Poisson 
distribution, the probability P of reach- 
ing the product surface becomes for 
N, >> 1: 

Even if the parameter YLZ, Eq. 2, is 
small, the reaction may appear adiabatic 
since the relevant parameter 

Ytz = NC YLZ = ( ~ T s / ~ ) Y L z  = eLz/@dd 

(18) 
can be large. By the same argument the 
adiabaticity parameter 

may be used in the low-damping regime. 
The nonadiabatic transmission factor 

must be used in addition to the factor K. 

which arises from the Brownian recross- 
ings over the barrier. Thus, in the high- 
friction limit, one obtains the rate coeffi- 
cient by multiplying the adiabatic diffu- 
sion-codtrolled rate, Eq. 14, by P. An 
interesting result is obtained if y iz  is 
small. The adiabatic rate coefficient then 
is decreased by the factor (AleTs) be- 
cause of multiple crossings, but the rate 
of surface crossing is increased by the 
factor (~TsIA) because of the same multi- 
ple crossings. The net effect is a viscosi- 
ty-independent rate coefficient, essen- 
tially the same as the Golden Rule-TST 
result. 

The approach taken here is similar to 
the surface-hopping theory of Tully and 
Preston, to the treatment of electron 
transfer in proteins by Warshel, and to 
the treatment of iodine recombination by 
Ali and Miller (35). The results found 
here through a consideration of multiple- 
crossing effects have been obtained by 
Tembe, Friedman, and Newton by 
means of a chemical kinetic scheme in 
which attainment of the activated state is 
described by a rate equation and surface 
crossing is described as a subsequent 
step (36). 

4) A <<tLz <<tTs. Under these con- 
ditions, the passage through the mixing 
region is not ballistic, and the Landau- 
Zener multiple-crossing argument is in- 
valid. The system remains in the mixing 
region for quite some time. This case 
was analyzed by Zusman (37) with the 
stochastic Liouville equation. We can 
obtain his result through a simple physi- 
cal argument. The most natural general- 
ization of the small-splitting Landau-Ze- 
ner result, Eq. 4, is to replace the con- 
stant thermal velocity v with an effective 
velocity for crossing the Landau-Zener 
region by diffusion. An uninterrupted 
ballistic passage through the distance 
eLz takes nLz = (ALZIA) steps of length A 
whereas diffusion requires niz steps; 
hence, v , ~  = (A/eLz)v. The parameter 
h iZ characterizing one diffusive passage 
through the mixing region consequently 
is given by 

But we must bear in mind that since 
A << eTs there will be N ,  = ~ T s / ~ L z  
crossings of the mixing region while the 
system remains in the region of the tran- 
sition state. This estimate for N ,  is 
obtained in the same way as the estimate 
for Nc and takes into account that the 
Brownian path is statistically self-simi- 
lar. The total adiabaticity factor conse- 
quently is given by 



The adiabaticity criterion is the same as 
given in Eq. 18 for case 3) and agrees 
with the criterion obtained by Zusman 
(37). The total transmission factor, ac- 
cording to this argument, monotonically 
decreases with friction. 

The results of cases 1 through 4 are 
summarized in the plot of transmission 
factor versus friction, Fig. 4. Since there 
is no discontinuity in behavior as the 
mean free path becomes smaller than 
tLz, this plot is basically the plot of 
Friedman and co-workers, which was 
based on kinetic considerations (36). 
When the adiabatic transmission factor 
is small, the number of crossings is large, 
and the rate is the same for both the 
nonadiabatic and adiabatic cases. When 
N,P 1, the number of crossings is 
insufficient to give enhanced adiabati- 
city, and the rate coefficient reaches a 
plateau given by the Landau-Zener re- 
sult. Thus, for nonadiabatic reactions, 
the Landau-Zener theory represents an 
upper bound much like the one provided 
by TST for adiabatic reactions. 

Preexponential Factors and the 

Adiabaticity Parameter 

The relations obtained in the last three 
sections show how entropy, friction, and 
electronic structure affect the preexpon- 
ential term in an Arrhenius expression 
and how friction can change the adiabati- 
city criterion. Friction and nonadiabati- 
city reduce the preexponential term, 
whereas entropy can either decrease it or 
increase it. Further information is ob- 
tained if transitions A -+ B and B -+ A 
are considered. Friction and nonadiaba- 
ticity reduce both preexponential terms 
AAB and ABA by the same factors, 
whereas the entropy contribution yields 

Entropy affects ABA and AAB differently. 
(In Eq. 19 we assume that oA = COB; if 
these frequencies differ, the difference 
will appear as an entropy contribution.) 

  he first clue to the importance of the 
various factors is the determination of 
both terms AAB and ABA. The ratio indi- 
cates if the entropy plays a major role. 
(Even if the ratio is unity, entropy still 
may be important.) 

A second clue is given by the depen- 
dence of k(T,5) on friction (solvent vis- 
cosity) at constant temperature. If the 
rate is strongly yiscosity-dependent, the 
data must be evaluated with the Kramers 
equations, and friction may be responsi- 
ble for the reduction of the preexponen- 
tial factor below the TST value. (In a 

Reaction coordinate r 

Fig. 5. Hypothetical energy surfaces in a 
protein. The diabatic energy curves of Fig. 3a 
are modified by the addition of a steric barri- 
er. On the quintuplet energy surface, q,  the 
steric barrier produces a metastable interme- 
diate state. 

protein, however, friction may play a 
role even if no dependence on the exter- 
nal solvent viscosity is present.) 

If the rate depends on viscosity and if 
the preexponential factor is reduced be- 
low the TST value, the adiabaticity pa- 
rameter YLZ is increased by the amount 
that the rate coefficient k is decreased. A 
transition that without friction is nonadi- 
abatic can become adiabatic. 

Scenarios for the Molecular Details of 

CO and O2 Recombination 

To apply the ideas contained in the 
previous sections, it is necessary to pin 
down some details of the topography of 
the potential surface and to obtain infor- 
mation about the character of the molec- 
ular motion at the active site. On both of 
these issues it is possible only to make 
educated guesses informed by quantum- 
chemical and spectroscopic investiga- 
tions as well as data from the kinetics 
themselves. In accord with Ockham's 
razor, the simplest guess fitting the data 
will be used. 

Some insight into the binding process 
comes from the first clue described in the 
previous section, the ratio AAB!ABA. The 
large value (approximately lo6) of the 
experimental ratio implies that entropy 
plays a major role in the process, and in 
fact, it can account for the observed 
deviations of the preexponential factors 
from 1012 sec-'. The second clue is 
negative evidence. The values listed in 
Table 1 are essentially independent of 
solvent viscosity. Since bond formation 
at the heme iron occurs deep within the 
protein, this clue is not conclusive; fric- 
tion may still play a role in the process. 

We can estimate values of the parame- 
ters tTs, tLz, and A.  The width of the 
transition state, tTs, can be obtained 
from Eqs. 12a or 12b. Equation 12a 

yields, for T = 100 K,  m = 50 amu, and 
o"/2.rr = 3 x 1012 sec-', tTs = 20 pm (1 
A = 100 pm). To extract a value from 
Eq. 12b, we assume that IF2 - F1/ is 
dominated by state B. Describing the 
energy well for B by 

we get 

If we approximate U(ro) by the barrier 
height ~ 5 % ;  (Table 1) and arbitrarily set 
rg - ro = 100 pm, we find for myoglo- 
bin, F1 = 2 x 10-lo J m-', and hence, 
from Eq. 12a, tTs = 7 pm. As expected, 
tTs is larger for a parabolic barrier than 
for a cusp. It is worth noting that tTs is 
comparable to the root-mean-square 
fluctuations of the iron atom as observed 
by x-ray diffraction (38). The time it 
takes the system to ballistically cross the 
transition-state region is about 10-l4 sec- 
ond. 

The width tLz of the Landau-Zener 
mixing region is very different for O2 and 
CO. For 0 2 ,  we expect A to be given by a 
first-order spin-orbit interaction, since 
the Fe-O2 system undergoes a spin 
change of 1. Using the estimates of Hop- 
field and co-workers (7), we get 
A(02) = 200 cm-' = 2.4 kJ mol-'. For 
CO, a second-order spin-orbit interac- 
tion is required, and we take the value 
A(C0) = 10 cm-' = 0.12 kJ mol-' of 
Hopfield et al. With Eq. 1 and IF2 - F1 I 
= 2 x 10-1°J m-', we get eLz (02) = 20 
pm and tLz (CO) = 1 pm. Inserting 
these values into Eq. 2 with v = 130 m 
sec-' gives the adiabaticity parameters 
~ ~ ~ ( 0 2 1  = 6 and yLZ(CO) = lov2. The 
probability P, Eq. 3, would then be 1 for 
02, but 0.016 for CO. Oxygen should 
indeed bind adiabatically, and CO should 
bind at least 60 times slower. Since both 
processes are about equally fast, the 
binding process requires further scruti- 
ny. 

The arguments of the previous sec- 
tions indicate that friction can render a 
transition with small splitting adiabatic. 
Arriving at a reliable value for 5 or h is, 
however, fraught with uncertainties. The 
most direct study of velocity correlations 
in proteins comes from simulations of 
molecular dynamics (39). For large 
groups, such as the heme, these compu- 
tations suggest that friction arises from a 
collisional mechanism, as in dense liq- 
uids. The rotation of a tyrosine ring, for 
instance, has a velocity relaxation time 
of 5 x 10-l4 second. This value corre- 
sponds, according to Eq. 11 to h = 7 pm. 
As an approximation, we assume that 
the motion of the tyrosine ring is similar 



to the motion of the heme group govern- 
ing CO binding. The ratio eTs/A = 1 im- 
plies that friction has little effect on the 
adiabaticity parameter; CO would still 
bind nonadiabatically. Mossbauer line 
shape studies on heme proteins have 
been interpreted, however, as indicating 
much larger frictional effects (40). Effec- 
tive relaxation times of 5 x 10-l6 second 
have been inferred, short enough to 
make the transition adiabatic. The inter- 
pretation of these effects by a collisional 
model is, however, untenable. A mecha- 
nism for large apparent frictional effects 
has been put forward by Parak and co- 
workers (40) and by Schulten (41). The 
mechanism is similar to sliding friction: 
what looks like a smooth (perhaps qua- 
dratic) potential surface may have hills 
and valleys that must be overcome. This 
effect makes the effective friction large. 
The time scale of escape from a single 
energy valley may be long enough to be 
undetected in a computer simulation of 
the molecular dynamics but short 
enough to contribute to the Mossbauer 
effect. Undulations in a potential surface 
in a protein could arise from coupling of 
the reaction coordinate to helices or side 
chains that can slide over each other as 
in incommensurate phases absorbed on a 
periodic substrate. Since eTs is compara- 
ble to the root-mean-sauare motion of 
the iron atom, the large amount of fric- 
tion deduced from the Mossbauer effect 
may indeed play a role. A relaxation time 
of 5 x 10-l6 second corresponds to 
A = 0.1 pm and eTs/h = 10'. such a ratio 
would indicate that CO binding is adia- 
batic, and it would give ABA = 10" 
sec-I. Two aspects remain unexplained, 
however: the entropy of the transition 
state would be close to that of the initial 
state, and the opposite pressure depen- 
dence for O2 and CO binding is not 
understood. We therefore turn to anoth- 
er, related, possibility that may explain 
all observed features. 

Steric Control 

The col in Fig. 3b occurs where the 
electronic energy levels cross. This coin- 
cidence is specific for two-body interac- 
tions where the "steric" features are 
directly coupled with the electronic ones 
because they are produced by the same 
interaction. In a many-body system, 
such as a protein, where many different 
components can move during a reaction, 
the coincidence is no longer guaranteed. 
The invisible protein coordinates can 
produce one or more intermediate states 
near the Landau-Zener mixing region 
(Fig. 5). In this hypothetical case, a 
steric contribution produces a bump on 

both the singlet and the quintuplet ener- 
gy surface. On the quintuplet curve, the 
steric interaction gives rise to an inter- 
mediate state. If the diabatic curves 
cross near the metastable intermediate 
state, the transition rate between the 
electronic curves can be increased. The 
increase can be understood by looking 
again at the argument leading to the 
adiabaticity parameter Y L Z ,  Eq. 2. An 
intermediate state with barrier Gi will 
increase Y L Z  by lengthening the time 7 i Z  

that the system spends in the mixing 
region, 7 i Z  = TLZ exp(Gi/kBT). The ki- 
netic analysis of Friedman and co-work- 
ers (36) would be most appropriate to 
such a situation. If friction is also pres- 
ent, the adiabaticity parameter becomes 
with Eq. 18 

The large effective friction inferred from 
Mossbauer experiments and the exis- 
tence of one or more intermediate states 
are probably related; both can be pro- 
duced by a sliding friction mechanism. 
When CO binds, the iron moves toward 
the heme plane carrying with it the proxi- 
mal histidine F8 (42). It would be advan- 
tageous for the F helix then to slide, just 
as it does in communicating allosteric 
information in hemoglobin. This motion 
could be strongly hindered, which would 
result in intermediate states. There is 
ample direct evidence for intermediates 
away from the transition state. These 
have been observed in the infrared stud- 
ies of recombination (19) and in reso- 
nance Raman spectroscopy (43). In the 
Raman studies, the F helix has been 
implicated as the cause of these states. 
In accord with this idea are the observa- 
tions that the barrier-height distribution 
for CO and 0' binding, studied at low 
temperature, may be related to the large 
fluctuations of the F helix atoms found 
by spectroscopy (44), and that protein 
relaxation, after photodissociation, ex- 
hibits a nonexponential time dependence 
(45). 

The combination of friction and inter- 
mediate states can change a nonadiabatic 
transition into an adiabatic one. An inter- 
mediate state may also explain the differ- 
ent pressure dependencies for CO and 
0' binding, because the avoided crossing 
of the diabatic energy surfaces may take 
place at different values of the reaction 
coordinate for CO and 07. The observa- 
tion that the pressure dependence for CO 
binding is very different in myoglobin 
and in protoheme and differs in sperm 
whale and horse myoglobin (17) also 
points to a strong influence of the protein 
on binding. 

After having pointed out that CO and 

0' bind very similarly and most likely on 
an adiabatic energy surface, we must add 
a word of caution. If binding were totally 
adiabatic and governed by exactly the 
same energy surface for CO and 0 2 ,  the 
pressure effect should be identical. The 
different pressure effect implies that the 
details of the energy surfaces exert some 
influence and cannot be totally disre- 
garded. For CO binding, a Landau-Zener 
factor P somewhat smaller than unity 
cannot be excluded by the experimental 
data, and such a factor could explain the 
small differences observed in the binding 
of CO and 0' as, for instance, shown in 
Fig. 2.  

Future Avenues of Research 

A knowledge of chemical reaction the- 
ory is the basis for understanding biolog- 
ical reactions. Since the complex and 
highly organized structure of biomole- 
cules may affect chemical reactions pro- 
foundly, we are forced to study the effect 
of the surroundings on reactions. In this 
article, we have used one particularly 
well-investigated biological process, the 
binding of O2 and CO to heme proteins, 
as a paradigm. The experimental data at 
low temperatures, where the binding of 
O2 and CO to the heme iron occurs from 
within the heme pocket, indicate that the 
two electronically dissimilar ligands bind 
with nearly equal rates. Steric effects 
must play a larger role than anticipated. 
An analysis of the factors that can affect 
binding implies that friction and steric 
effects may play a far more important 
role in proteins than in simpler systems. 
The lessons learned from this analysis 
may be applied to other systems and 
reactions, such as electron transfer in 
photosynthesis and respiration. 

Both the experimental and the theoret- 
ical work discussed here are only a be- 
ginning. More experiments are needed to 
establish a database broad enough for 
more detailed analysis. The experiments 
should include additional ligands, addi- 
tional proteins, and far more detailed 
studies of the effect of pressure and 
magnetic fields. The theoretical ap- 
proaches also must be extended. Most 
quantum-chemical studies have concen- 
trated on electronic states near the equi- 
librium geometry. Much more complete 
calculations of electronic states near the 
crossing points need to be undertaken 
since intermediate states may arise from 
steric effects in the protein. If successful, 
these studies will teach us more about 
reaction theory. They will also tell us 
how the functions of proteins are con- 
trolled and adjusted through a combina- 
tion of electronic and steric factors. 
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In order to study the biological func- 
tions associated with cloned gene se- 
quences, we previously designed a strat- 
egy for specifically inhibiting their 
expression in vivo (I). We used, as a test 
system, the herpes simplex virus (HSV) 
thymidine kinase (TK) gene in plasmid 
DNA constructions designed to tran- 
scribe the anti-sense (noncoding) DNA 
strand. The anti-sense transcript has a 
sequence complementary to the target 
messenger RNA (mRNA) and can pre- 
sumably anneal with the mRNA and 
disrupt normal processing or translation. 
The anti-sense TK plasmid is construct- 
ed in vitro by inverting the TK protein- 

coding sequence with respect to its pro- 
moter. Such a plasmid will specifically 
inhibit expression of the cognate sense 
TK plasmid after both plasmids are mi- 
croinjected into LTK- cells (I). The 
promising results with the HSV-TK 
model system suggest that anti-sense 
RNA can provide an additional method- 
ology for genetic analysis in eukaryotic 
systems that are not readily amenable to 
standard mutational analysis. Inhibition 
of function by anti-sense RNA is a regu- 
latory strategy in prokaryotes where it 
has been found to control translation (2) 
as well as the activity of RNA primers 
for initiating episome DNA replication 
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(3). Similar mechanisms have not yet 
been described in eukaryotes. 

We have now extended the use of anti- 
sense inhibition to both transient and 
stable DNA-mediated transformation 
systems. We show that a fragment as 
short as 52 bases of 5' untranslated anti- 
sense TK RNA inhibits TK activity. The 
inhibition is sequence specific. Anti- 
sense herpes TK inhibits sense herpes 
TK, but not expression from the non- 
cross-hybridizing chicken TK gene, 
while anti-sense chicken TK inhibits 
expression from a sense chicken TK 
plasmid, but not from a sense herpes TK 
plasmid. Conditional, dexamethasone- 
inducible, anti-sense inhibition is demon- 
strated by the use of the long terminal 
repeat (LTR) of the murine mammary 
tumor virus (MMTV) to direct the syn- 
thesis of anti-sense TK RNA. We show 
that a stably introduced TK gene is also 
inhibited by anti-sense TK, and finally 
that expression of the normal endoge- 
nous cytoplasmic actin gene can be in- 
hibited by anti-sense actin expression 
plasmid constructions. The actin inhibi- 
tion is detected as a diminution of the 
actin microfilament array and as a de- 
crease in cell viability. 

J. G. Izant and H. Weintraub are in the Depart- 
ment of Genetics, Fred Hutchinson Cancer Re- 
search Center, Seattle, Washington 98104. 




