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There have been many efforts to dis- 
cover the molecular mechanism (or 
mechanisms) for the circadian clocks un- 
derlying numerous physiological pro- 
cesses (1). Hypotheses have been pro- 
posed that stress the central role of tran- 
scription, protein synthesis and transla- 
tion on 80s ribosomes, adenosine 3',5'- 
monophosphate (cyclic AMP), and 
cellular membranes (2-4). There are dif- 
ficulties inherent in distinguishing be- 
tween the so-called "hands" of the clock 
(mechanism-irrelevant events) and the 
"gears" themselves (clock-relevant pro- 
cesses) which have impeded efforts to 
test these hypotheses. Phase-shift ex- 
periments have been used to ascertain 
whether or not a given process is an 
integral part of a circadian clock on the - .  

rationale that a transitory perturbation of 
either the state variables or the parame- 
ters that may be used to characterize an 
oscillation can cause a permanent phase 
shift in an overt rhythm (5). Unfortunate- 
ly, the converse is not necessarily true; 

an observed phase shift may have oc- 
curred as a result of the effect of the drug 
or other perturbing agent on some site 
only secondarily affected by the drug 
rather than on its postulated primary 
target (6). 

The rationale. A circadian oscillator 
can be expressed mathematically as a set 
of differential equations comprising both 
state variables and parameters. The state 
variables characterize the state of the 
oscillation, with each set of values defin- 
ing each phase of the oscillation. The 
parameters are constants constraining 
the manner in which the state variables 
change and determining the dynamics of 
the oscillations; a different set of param- 
eter values gives a different solution of 
the rate equations. Any transitory alter- 
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ation or perturbation of either the state 
variables or of the parameters can cause 
a permanent phase shift in an overt 
rhythm but has no permanent effect on 
its period; in contrast, permanent 
changes in the parameter values can alter 
the steady-state period of the oscillation 
[see (511. 

We have now operationally designated 
any element as a "gear" (G) of a circadi- 
an clock if it can be expressed as a state 
variable or a parameter; if not, it is a 
"nongear" (-G). Together, the set of 
gears would constitute a closed control 
loop, or oscillator. Because an unper- 
turbed -G in its normal or physiological 
oscillatory range would not be expected 
to regulate the operation of the G's them- 
selves, its artificial perturbation within 
this range (7) should not perturb circadi- 
an timekeeping (no steady-state phase 
shift in an overt rhythm should be ob- 
served). Consequently, if an experimen- 
tal alteration in the level of a target 
within its normal range perturbs the 
clock and generates steady-state phase 
shifts, then that target is most likely a G 
(criterion A). It is conceivable, however, 
that the activation and resulting increase 
in the level of a -G might perturb time- 
keeping, whereas its inhibition would not 
(or vice versa). For example, although 
the inhibition of protein synthesis can 
perturb the clock in several organisms 
(8, 9), its activation in both Neurospora 
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(9)  and Euglena (10) does not; likewise, 
experimentally increasing (but not de- 
creasing) the levels o f  cyclic AMP alters 
the period o f  the rhythm of  conidiation in 
Neurospora (11). To  more stringently 
differentiate between G and -G, there- 

o f  the conversion between the reduced Addition o f  these compounds would be 
forms NADH and NADPH, but not to expected to directly elevate their own in 
that o f  reduction-oxidation between vivo levels and to secondarily increase 
NAD' and NADH. or decrease the rate o f  the reactions 

Are NAD', NAD' kinase, and NADP' catalyzed by NAD' kinase and NADP' 

fore, a further requirement for a target to 
be classified as a G (12) is that both the 
direct activation as well as direct inhibi- 
tion o f  the target must perturb the clock 
(criterion B).  

The causal relationships among circa- 
dian metabolic rhythms in the duckweed 
Lemna gibba G3 have recently been 
investigated (13, 14), leading to the sug- 
gestion that nicotinamide adenine dinu- 
cleotide (NAD'), the mitochondria1 
Ca2+-transport system, Ca2', calmodu- 
lin, NAD' kinase, and NADP' phos- 
phatase might regulate their levels se- 
quentially and thus constitute a self-sus- 
taining, circadian oscillatory loop (15). 
W e  now extend our studies to the algal 
flagellate Euglena, a well-characterized 
unicellular circadian system (16) with an 
overt circadian rhythm o f  cell division 
(17), and test our hypothesis according 
to the given criteria. In principle, these 
criteria are applicable to any set o f  pro- 
cesses thought to constitute an autono- 
mously oscillatory clock. 

Oscillating elements in Euglena. The 
in vivo level o f  NAD', which was mea- 
sured as described (14) in synchronously 
dividing and in very slowly dividing cul- 
tures o f  E. gracilis Klebs (Z strain) pho- 
totrophically batch-cultured at 2S°C, os- 
cillated with a circadian period (27 
hours) when the cultures were exposed 
to a higher frequency cycle consisting o f  
3 hours o f  light followed by 3 hours of  
darkness (LD: 3, 3) (Fig. 1 ) .  Free-run- 
ning circadian rhythms (not externally 
synchronized) have been shown to occur 
after transfer o f  the culture from continu- 
ous illumination to LD: 3, 3 (17). The 
ratio o f  the peak value [attained at circa- 
dian time 18 (CT 18)] to the trough value 
o f  the rhythm in NAD' level remained 
constant (- 1.7) no matter whether the 
population showed only small factorial 
increases (stepsize, ss) in cell number 
(Fig. 1 ;  ss = 1.14) or larger ones. 

There is a circadian rhythm in the 
activity o f  NAD' kinase (peak at CT 0) 
(18) in extracts o f  Euglena (18) with a 
phase relationship such that it could in- 
duce the rhythm in the in vivo level o f  
NAD' (Fig. 1 )  [see (14)l. As neither the 
ratio o f  NADH to (NAD' + NADH) 
nor that o f  NADPH to (NADP' + 
NADPH) oscillates when the circadian 
clock is operating in Euglena (16), our 
findings suggest that the circadian oscil- 
lation in the in vivo level o f  NAD' could 
be ascribable, as for Lemna (14), to that 

Abstract. Eukaryotic microorganisms, as well as higher animals and plants, 
display many autonomous physiological and biochemical rhythmicities having 
periods approximating 24 hours. In an attempt to determine the nature of the timing 
mechanisms that are responsible for these circadian periodicities, two primary 
operational assumptions were postulated. Both the perturbation of a putative 
element of a circadian clock within its normal oscillatory range and the direct 
activation as well as the inhibition of such an element should yield a phase shift of an 
overt rhythm generated by the underlying oscillator. Results of experiments conduct- 
ed in the jagellate Euglena suggest that nicotinamide adenine dinucleotide (NAD'), 
the mitochondria1 ~ a ~ ' - t r a n s ~ o r t  system, ca2+, calmodulin, NAD' kinase, and 
NADP' phosphatase represent clock "gears" that, in ensemble, might constitute a 
self-sustained circadian oscillating loop in this and other organisms. 

phosphatase "gears"? In order to deter- 
mine whether or not NAD' constitutes a 
true clock "gear," small (25 ml) seed 
cultures displaying a free-running circa- 
dian rhythm of  cell division were treated 
(for 2 hours) at various CT's with 0.5 
mM NAD', 10 mM p-nitrophenylphos- 
phate (pNPP, a competitive inhibitor o f  
NADP' phosphatase), or 0.2 mM 
NADP' and then resuspended in 4 liters 
o f  fresh medium (effectively terminating 
the treatment) for subsequent automated 
monitoring o f  the cell division rhythm. 

phosphatase. Pulses o f  each o f  these 
compounds were able to generate 
steady-state phase shifts o f  the rhythm of  
cell division whose sign and magnitude 
were dependent on the CT at which the 
pulse was applied (Fig. 2). These phase 
shifts could not have been caused pri- 
marily by the perturbation o f  the cell 
division cycle (CDC) itself, inasmuch as 
the CDC has been shown to be driven, or 
phased, by the circadian clock. I f  the 
CDC were either transitorily delayed or 
advanced immediately after a drug pulse, 

Fig. 1. (Upper panel) Cir- 
cadian variations in the 
intracellular content of 
NADf in very slowly di- 
viding autotrophic cul- 
tures of Euglena main- 
tained in LD: 3,  3 regi- 
mens. Two out-of-phase, 
free-running cultures (0 
and .) were sampled at 
different circadian times, 
and their NADf contents 
were spectrophotometri- 
cally measured by an en- 
zymatic assay (14) (two 
to five determinations for 
each time point). The 
curve connects the mean 
values of all data points 
obtained at a given CT 
(4). CT (0) indicates the 
phase point of a free-run- 
ning rhythm that has 
been normalized to 24 
hours and occurs at the 
onset of light in a LD: 12, 
12 reference cvcle. (Low- - - 

0 
o er panel) Representative 
7 P o  - growth curve for one of 
o the two cultures. Cell ti- 
,- I I l l  l l  I I I 1 - ter is plotted (on a log 

18  o 6 12 18  0 scale) as a function of CT 
Ci rcad ian  t ~ m e  ( # )  (hours)  (6). The very small facto- 

rial increase (ss = 1.14) 
indicates that only 14 percent of the free-running population divided during the cycle. The 
amount of irttracellular NAD+ increased by 70 percent during this fission interval. 
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no permanent phase shift in the rhythm 
occurred. If the CDC were not shifted 
within the cycle during which a pulse 
was administered, it was shifted later 
after subsequent cycles. 

Furthermore, we have monitored the 
transitory change in the in vivo level of 
NAD', NADH, NADP', and NADPH 
at 30-minute intervals in a free-running 
culture of Euglena after treatment with 
NAD' (0.5 mM, 2.5 hours) given at CT 
21.7, which caused a 4-hour phase shift 
(delay) in the overt circadian rhythm of 
cell division. Although the in vivo level 
of NAD' in an unperturbed, control 
culture decreased during this time span 
(Fig. I ) ,  the level in the pulsed cells 

increased over the next hour to a value 
slightly lower than that of the maximum 
level attained by the oscillation in unper- 
turbed cultures, and finally decreased. 
Similar variations were found in NADP' 
and NADPH contents in vivo, with all 
levels (as for NAD') falling within the 
normal range characteristic of unper- 
turbed control cultures. The amount of 
NADH did not change significantly (18). 

Taken together, these results satisfy 
criteria A and B, suggesting that NAD' 
(or NADPH or both), NAD' kipase, and 
NADP' phosphatase represent "gears" 
of the underlying circadian oscillator. 

Are Ca' and Ca+-calmodulin 
"gears"? The next question concerns 

Sub jec t~ve  day 

the identity of the element that regulates 
NAD kinase and NADP phosphatase, 
already suggested to be "gears" in theni- 
selves. If these elements are G's, then 
the element regulating them should be a 
G also. Ca2+-calmodulin activates NAD 
kinase in many plants (including green 
algae) (19) and in the sea urchin (20), and 
the circadian rhythms in the activities of 
NAD+ kinase and NADP' phosphatase 
appear to be generated by a rhythm in 
the in vivo level of this complex in 
Lemna (14). Thus, Ca2+-calmodulin 
would seem to be a likely candidate for 
this G in Euglena. 

Wg attempted to directly cause a tran- 
sitory decrease in [ca2'] by means of 2- 
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Figs. 2 to 4. Phase response curves for the effect of pulses of different 
compounds on the free-running rhythm of cell division in photoauto- 

to ensure that experiment-to-experiment variation was small (for 
example, Fig. 3; W,, CTC). Fig. 2 (top left). Pulses of NAD+ (0.5 
mM, 2.3 hours), of NADP' (0.2 mM, 2 hours), and of p-nitrophenyl- 
phosphate (pNPP; 10 mM, 2 hours) applied during a light interval of 
the LD: 3, 3 cycle. Fig. 3 (top right). Pulses of W, (20 pM, 2.3 
hours) and of chlorpromazine (CPZ; 50 kM, 2.3 hours) applied during 
a light interval of the LD: 3, 3 cycle, and of chlortetracycline (CTC; 
200 pM, 3 hours) applied during a dark interval. Fig. 4 (bottom 
left). Pulses of nitrogen (N2; 600 ml min-', 3 hours) applied during a 
dark interval of the LD: 3, 3 cycle; and of sodium acetate (10 mM, 2 

trophic cultures of Euglena in LD: 3,  3. Steady-state phase shift ,*yN2 - (?A+) is plotted as a function of the midpoint of the perturbation [CT 

4 \, - 
(+), normalized to 24 hours]. The number of data points for a given 

I 
phase response curve was varied from five to ten, depending on the 

/ ', complexity of its waveform; assays were clustered in instances of 
9' 

- 
\ apparent sharp discontinuities (for example, Fig. 2; NAD+, CT 12) or 

X 
m - 
0" 1 2 -  

- - 

- 
hours), of dinitrophenol (DNP; 100 pM, 2 hours), and of diuron (10 
pM, 2 hours) applied during a light interval. 



to 3-hour pulses of chlortetracycline (21) 
(CTC, 200 pM), a membrane-permeable 
chelator of Ca2'. Ca2'-calmodulin was 
inhibited with similar short treatments 
with the calmodulin inhibitors W7 (22) 
(20 pM) and chlorpromazine (23) (CPZ; 
50 pM). These agents also produced 
pronounced phase shifts of the cell divi- 
sion rhythm (Fig. 3). Phase shifts in 
the overt rhythm were also obtained with 
the secondary increases in [ca2'1, and 
the ensuing tertiary activation of Ca2'- 
calmodulin, resulting from nitrogen and 
dinitrophenol (DNP) pulses (Fig. 4). 
These results suggest that both cytosolic 
ca2+ and calmodulin constitute "gears" 
(24). 

Is the mitochondrial ca2'-transport 
system a "gear"? There should be anoth- 
er G directly regulating [Ca2']. The main 
regulatory sites for many noncircadian 
systems are known to be the plasmalem- 
ma, the endoplasmic reticulum, and the 
mitochondria. In Lemna, the net uptake 
of ca2' across the plasmalemma does 
not oscillate, while that of K' does (25). 

To test the possibility that the mito- 
chondrial ca2'-transport system might 
be a G, the phase-shifting effects of short 
(2- or 3-hour) pulses of nitrogen, dinitro- 
phenol (DNP), and sodium acetate on 
the cell division rhythm of Euglena were 
examined (Fig. 4). Mitochondria1 ca2'- 
transport is closely related to electron 
transport or to adenosine triphosphate 
(ATP) hydrolysis coupled to proton 
transport (26). Nitrogen or DNP would 
be expected to enhance the rate of net 
mitochondrial Ca2' efflux by inhibiting 
energy-dependent Ca2' influx, whereas 
sodium acetate enhances ca2' uptake 
via cotransport (27). As is evident from 
the phase response curves (PRC's) (Fig. 
4), all the perturbing agents were effec- 
tive in generating steady-state phase 
shifts (28). The PRC's for nitrogen and 
sodium acetate, agents having opposite 
effects on transport, are almost mirror 
images of each other. Diuron [DCMU, 3- 
(3,4-dichloropheny1)- 1, 1-dimethylurea], 
an inhibitor of photosynthesis, should 
not have any significant effect on mito- 
chondrial Ca2' movement; it was shown 
to be ineffective for phase-shifting (Fig. 
4) at the concentration used. Therefore, 
the mitochondrial Ca2' transport system 
would appear to be a "gear" of the 
oscillator in Euglena. 

Particularly relevant to this hypothesis 
is the observation that respiring mito- 
chondria can maintain extramitochon- 
drial (and thus presumably cytoplasmic) 
concentrations of free Ca2' at a "set 
point." Depending on the kinetic param- 
eters of the transport system (altered by 
certain effectors), this set point can 
change between 0.3 and 3.0 x 1 0 - 6 ~  

without changing the rate of respiration 
(29). Antibody to the glycoprotein 
thought to be involved in mitochondrial 
ca2' transport inhibited the Ca2' efflux 
that was induced by the oxidation of 
NAD(P)H (30). Furthermore, NAD' 
lowered the affinity of the glycoprotein 
for Ca2', although NADPH and NADH 
did not. Thus, NAD' may be an activa- 
tor of net mitochondrial Ca2' efflux. It is 
conceivable that NAD' is a "gear" in 
the circadian oscillator that is coupled to 
another "gear," the mitochondrial Ca2'- 
transport system. 

A model for the circadian oscillator. 
Our findings in Lemna (14, 15) and Eu- 
glena have led to a working hypothesis 
for a closed loop that would constitute a 
self-sustaining circadian oscillator. This 
regulatory scheme (Fig. 5) together with 
the postulated primary actions of the 
drugs used in our experiments, includes 
the following three steps. 

Step 1. NAD' would enhance the rate 
of net Ca2' efflux from the mitochon- 
dria, resulting in a maximal concentra- 
tion of cytosolic Ca2' 6 hours (90") later. 
Alternatively (step If) ,  a photoreceptor 
(phytochrome, or perhaps a blue-light 
photoreceptor in Euglena and animal 

cells) stimulated by (red or blue) light 
would enhance either net Ca2' efflux 
from the mitochondria or net ca2' influx 
across the plasmalemma into the cyto- 
plasm. 

Step 2. Ca2' would immediately acti- 
vate calmodulin by forming an activated 
Ca2'-calmodulin complex in the cyto- 
plasm (maximal level at 90"). 

Step 3. This active form of Ca2'-cal- 
modulin would decrease the rate of net 
production of NAD' by both activating 
NAD' kinase and inhibiting NADP' 
phosphatase in the cytoplasm so that the 
rate would become maximal 12 hours 
later (at 270") when ca2'-calmodulin 
reached its minimal level. 

After six more hours (at OD), the in vivo 
level of NAD' would reach its mini- 
mum. The regulatory sequence would 
then be closed. 

Supporting evidence for step 1 has 
been discussed earlier. The evidence for 
step 1' in other plants is that Pfr (31) 
enhances net Ca2' efflux from isolated 
mitochondria (32) and net Ca2' influx 
across the plasmalemma (33). In step 2, 
the rate of formation of an active form of 
Ca2'-calmodulin would be limited by 
cytosolic ca2' but not by calmodulin 

N a  a c e t a t e  
( C a 2 +  u p t a k e  

phosphate ' 
\ (-)  , 

Chlorpromazine ~ h l o r t e t r a c y c l i n e  

Fig. 5. Proposed control loop for the circadian oscillator in Euglena and Lemna. The pattern of 
regulation is indicated by both solid lines, which relate the reactions to their products, and 
dashed lines, which correspond to the sequence of steps. Each element oscillates with a 
circadian period (with peaks and troughs occurring 180" apart). The degrees in parentheses 
reflect the phases at which maximal values are attained [see (14)l. The maximal rate of a reaction 
precedes by 90" the maximal concentration of its product. The activation (+) or the inhibition 
(-) of each compound on the succeeding one is shown and can be considered to produce phase 
delays of 0" or 180°, respectively. The inhibitory effect of Caz+-calmodulin on the rate of net 
production of total NAD+ derives from both its inhibitory effect on NADP' phosphatase 
activity and its activating effect on that of NADc kinase. A number of different compounds and 
agents known to have either positive (activation: -) or negative (inhibition: ) 
effects on their targets are indicated. 



(34). Our experiments showing that both 
the rise or fall in [Ca2'] could perturb 
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