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Annual Heat Balance of Martian 
Polar Caps: Viking Observations 

David A. Paige and Andrew P. Ingersoll 

RESEARCH ARTICLE composition and mass of the Martian 
atmosphere (7). Since both poles receive 
the same total insolation (sunlight inci- 
dent at the top of the atmosphere) during 
a year, the present north-south asymme- 
try in the behavior of C 0 2  frost shows 
that processes generated on Mars itself 
must play an important role in determin- 
ing the behavior of the Martian polar 
caps over climatic time scales. Identify- 
ing and understanding these processes 
will be an important step toward under- 
standing the past and present climate of 
Mars. 

One of the most interesting results of On Mars, the temperatures of C 0 2  We present here an extensive compila- 
the Viking mission to Mars was the dis- frost deposits are determined by the lo- tion of Viking Infrared Thermal Mapper 
covery that the seasonal behavior of C 0 2  cal partial pressure of C 0 2  gas, the domi- (IRTM) solar reflectance and infrared 
frost at the Martian poles is not symmet- nant constituent of the Martian atmo- emission observations of the Martian 
ric. In the north, the Viking orbiter sum- sphere. The partitioning of total avail- north and south polar regions. The ob- 
mertime observations gave strong evi- able C 0 2  between atmosphere and polar servations span an entire Mars year, and 
dence for an exposed and permanent caps over climatic time scales is deter- are used to determine annual radiation 
water ice polar cap, and the absence of mined by the vapor pressures of the budgets and heat budgets for the core 
solid C 0 2  (1, 2). In the south, the obser- coldest permanent year-long C 0 2  depos- regions of the north and south permanent 
vations suggest that solid C 0 2  remained its on the planet (5, 6). Since the tem- or residual polar caps. The results define 
on the surface through the end of the peratures of stable C 0 2  frost deposits are the current behavior of C 0 2  frost at the 
summer season ( 3 , 4 ) .  These results were governed by their annual heat balance, 

-David A. Paige a graduate student in planetary 
not expected, and have important impli- the properties and processes that deter- sclence and Andrew P. IngersoII is professor of 
cations for our understanding of the Mar- mine the annual heat balance at the Mar- gFg: ~i~,",Si~d,h~f~$~,"'~~$~U~,"~$,"~~,"~d 
tian climate system. tian poles have a major impact on the gy, Pasadena 91125. 
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Martian poles and provide new clues to 
the properties and processes that may be 
responsible for this behavior. 

Polar heat balance. The basic princi- 
ple that underlies heat balance studies is 
that the total net flux of energy into a 
system through its boundaries is equal to 
the rate at which energy is stored inside 
the system. The systems chosen for this 
study consist of the atmospheres and 
seasonal frost deposits within two small 
regions that correspond geographically 
to the core areas on the Martian residual 
polar caps. Figure 1 shows the bound- 
aries of these north and south study 
regions superposed on the approximate 
areas of the residual polar caps. The 
instantaneous heat balance equation for 
the seasonal frost deposits and atmo- 
spheres within either of these regions per 
unit area can be written 

where FRad is the net flux of solar and 
infrared radiation into the regions at the 
top of the atmosphere; FHoriz is the net 
horizontal flux of sensible and latent heat 
into the regions at their boundaries; 
FCond is the upward subsurface conduc- 
tive heat flux into the regions at the top 
boundaries of the underlying permanent 
polar caps; SAtm is the rate of total 
potential energy storage in the atmo- 
spheric columns within the regions; and 
Sco2 is the rate of latent heat storage in 
condensing or sublimating C 0 2  conden- 
sates within the regions. Measures of 
kinetic energy generation, latent heat 
storage in H 2 0  condensates, and heat 
flow from the Martian interior are not 
included in Eq. 1 because the magni- 
tudes are much smaller than the terms 
included. The relevance of the heat bal- 
ance equation to the behavior of season- 
al frosts within the north and south study 
regions lies in the C 0 2  latent heat storage 
term, which can be written 

Lco, is the latent heat of sublimation of 
C02,  and dMco,ldt is the net rate of solid 
C02  accumulation within the boundaries 
of the study regions. The instantaneous 
heat balance equation can be solved to 
yield Sco2 if all the other terms in the 
equation can be determined. 

Radiation budget measurements. The 
dominant measurable quantity in Eq. 1 is 
FRad, which can be written 

zenith angle; Ap is the planetary albedo 
or the total combined reflectivity of the 
surface and atmosphere; FTIR is the out- 
ward flux of emitted radiation at all 
wavelengths at the top of the atmo- 
sphere. Since the north and south study 
regions experience no significant diurnal 
variations in insolation, their thermal 
and reflectance properties are purely 
seasonal. This makes them significantly 

maximum sensitivity near the 0.6-mbar 
pressure level (8). 

The observing geometry for single 
IRTM observations can be characterized 
by three angles, cp, 0, and +, where cp is 
the incidence angle measured from the 
local zenith to the sun, 0 is the emission 
angle measured from the local zenith to 
the spacecraft, and + is the solar azimuth 
angle or the projected angle from the sun 

Abstract. The Infrared Thermal Mappers aboard the two Viking orbiters obtained 
solar reflectance and infrared emission measurements of the Martian north and 
south polar regions during an entire Mars year. The observations were used to 
determine annual radiation budgets, infer annual carbon dioxide frost budgets, and 
constrain spring season surface and atmospheric properties with the aid of a polar 
radiative model. The results provide further confirmation of the presence of 
permanent C 0 2  frost deposits near the south pole and show that the stability of these 
deposits can be explained by their high reflectivities. In the north, the observed 
absence of solid C 0 2  during summer was primarily the result of enhanced C 0 2  
sublimation rates due to lower frost reflectivities during spring. The results suggest 
that the present asymmetric behavior of C 0 2  frost at the Martian poles is caused by 
preferential contamination of the north seasonal polar cap by atmospheric dust. 

easier targets for satellite radiation bal- 
ance measurements than other regions of 
the planet. 

The IRTM instruments aboard the two 
Viking orbiters obtained sufficient spec- 
tral, temporal, and angular coverage to 
determine FRad for the north and south 
study regions with reasonable accuracy 
and excellent time resolution throughout 
a Martian year. The instruments operat- 
ed in six wavelength bands including a 
broad-band solar reflectance channel 
(A = 0.3 to 3 pm) and five broad infrared 
channels (A == 7, 9, 11, 15, and 20 km). 
During clear atmospheric conditions, the 
7-, 9-, 11- and 20-krn channels measured 
surface brightness temperatures. The 15- 
km channel, with spectral response cen- 
tered on a strong C 0 2  absorption fea- 
ture, measured atmospheric tempera- 
tures over a broad range of altitudes with 

North Study Region 

180' w 

to the spacecraft measured on the local 
planet tangent plane. The IRTM's ob- 
tained more than 250,000 separate obser- 
vations within the boundaries of the 
study regions for a wide range of observ- 
ing geometries. The full-width at half 
maximum fields of view, or spot diame- 
ters, of single IRTM observations that 
were used varied widely but always cor- 
responded to less than 2" of latitude on 
the planet near the poles. 

Figures 2, A and B, and 3, A and B, 
are partial compilations of the IRTM 
infrared emission and solar reflectance 
measurements of the north and south 
study regions. They are intended to 
show the general character of the data 
with a minimum of processing. These 
parts of the figures were constructed by 
discarding observations that were ob- 
tained at emission angles greater than 60" 

South Study Region 

oO W 

- - -  ., 
where FsO1ar is the of incident Fig. 1. Maps showing the boundaries of the study regions superposed on the approximate areas 
radiation at the top of the atmosphere of the Martian north (left) and south (right) polar caps as they appear during the late summer 
corrected for the cosine of the solar seasons (shaded). 
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for brightness temperatures and 30" for 

N o r t h  Study R e g i o n  
DUST DbST  

STORM 
ii -7er L s  42 
F a !  I Spr i ng Summer 

180 270 0 90 1 80 
I I 1 1 1  I !  

J u l  ian D a t e  (Days )  
Fig. 2. The IRTM observations and heat balance quantities for the north study region for one 
Mars year. (A) Brightness temperatures T7, Ts, T l l ,  Tts, and TZ0 for emission angle 0 5 60' and 
surface temperature estimates Ts.  (B) Lambert albedos AL for 0 s 30' and upper and lower 
limits for planetary albedos Ap. (C)  Radiation budget quantities at the top of the atmosphere. 
Insolation rates Fsol,, and upper and lower limits for solar absorption rates Fsol,,(l - Ap) and 
emission FTIR. (D) Upper and lower limits for derived C 0 2  latent heat storage rates Sco, and 
calculated upward subsurface conductive heat fluxes FCond 

solar reflectances to reduce the effects of 
varying spacecraft viewing geometries. 
The remaining data were binned, aver- 
aged, and then plotted with 10-day time 
resolution. The abscissa scales are Julian 
date in days measured from 12 hours 
(Universal Time) on 23 May 1968 and L,, 
the areocentric longitude of the sun, an 
angular measure of Martian season mea- 
sured from spring equinox in the north. 
The south polar winter data were ob- 
tained before the spring data. Figures 2A 
and 3A show radiance-weighted average 
brightness temperatures in the IRTM in- 
frared channels designated T7, T9, TI1, 
TZ0. Figures 2B and 3B show averaged 
IRTM solar reflectances in terms of 
Lambert albedo, which is the ratio of the 
measured reflected intensity at a given 
observing geometry to the intensity that 
would be obtained if the study regions 
were ideal, perfectly reflecting, uniform- 
ly diffusing surfaces. Gaps in the data are 
the result of incomplete coverage of the 
study regions at the specified observing 
geometries and times. The 7- and 9-pm 
channel data were not plotted during 
most of the fall and winter seasons be- 
cause of low signal-to-noise ratios for T7 
below 165 K and T9 below 147 K. The 
approximate durations of two Martian 
great dust storms that occurred during 
1977 are also shown. 

Upper and lower limits for FTIR for the 
north and south study regions are shown 
in Figs. 2C and 3C. They were deter- 
mined by first separating all the 10-day 
averaged radiances in the five IRTM 
infrared channels into two emission an- 
gle bins; 0" 5 0 < 60" and 60" 5 0 < 
90". Standard deviations for the ra- 
diances within each bin were generally 
the equivalent of -3 K whereas differ- 
ences between the average temperatures 
in the high and low emission angle bins 
ranged from 0 to -10 K. An empirical 
spectral model was used to synthesize 
complete emission spectra by computing 
brightness temperatures at all wave- 
lengths from linear combinations of the 
equivalent average brightness tempera- 
tures in the two emission angle bins (9). 
Uncertainties in FTIR are primarily due 
to potential variations in the unmeasured 
emission spectrum at wavelengths be- 
yond the sensitivity of the IRTM 20-pm 
channel. In order to account for these 
uncertainties, brightness temperatures 
for h > 30 ym were assumed to be 
bracketed by TZ0 I (T11 - T~o) ,  thus 
making FTIR most uncertain during peri- 
ods of high spectral contrasts. The upper 
and lower limits for the emission rates of 
the north and south study regions shown 
in Figs. 2C and 3C contain additional 2 1  
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percent uncertanties for absolute calibra- 
tion. 

Solar absorption rates are more diffi- 
cult to determine than emission rates 
because of the complex geometries of 
reflected radiation fields. The instanta- 
neous planetary albedo is the measured 
Lambert albedo averaged over the emis- 
sion hemisphere. 

2w ni2 

A. = [AL(@, $1 cos0 sin0 do d+] 
71 0 

(4) 
where AL(O, +) is the Lambert albedo at 
a particular emission angle and azimuth 
angle. Time-dependent planetary albe- 
dos for the study regions were deter- 
mined by constructing bidirectional re- 
flectance plots of successive groups of 
approximately 40 days of IRTM Lambert 
albedo measurements as a function of 0 
and $. The plots were hand-contoured 
and then averaged according to Eq. 4 to 
yield planetary albedos. The reflected 
radiation fields were assumed to be bilat- 
erally symmetric. Figure 4 shows late 
springtime bidirectional reflectance plots 
for the north and south study regions and 
a bidirectional reflectance plot for aged 
terrestrial snow that was measured at a 
comparable solar zenith angle (10) and 
normalized to Ap = 0.6. The angular 
coverage obtained by the IRTM's was 
never complete but was usually suffi- 
cient to define the bidirectional reflec- 
tance of the study regions such that Ap 
could be estimated with few ambiguities. 
To estimate the potential uncertainties in 
Ap during those 40-day periods in which 
the angular coverage was marginal, the 
available data were contoured twice, 
once to yield a minimum Ap and once to 
yield a maximum Ap. During the most 
marginal periods, the assumed bidirec- 
tional reflectance patterns ranged from 
nearly isotropic to the most specular 
observed. Uncertanties in Ap are further 
compounded by 2 5  percent uncertain- 
ties in the absolute calibrations of the 
IRTM solar reflectance channels. Fig- 
ures 2B and 3B show upper and lower 
limits for the planetary albedos of the 
north and south regions. 

Figures 2C and 3C show FsOla, for the 
north and south study regions, computed 
at their average latitudes for a solar 
constant of 1370 W m-2 at 1 AU. The 
curves are not symmetric because Mars' 
orbit is eccentric. Perihelion passage 
currently occurs about 31 days before 
summer solstice in the south, causing the 
sunlit seasons in the south to be shorter 
but more intense than those in the north. 
The annually averaged insolation rates 
for both study regions are essentially 
identical. Upper and lower limits for the 
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solar absorption rates for the study re- Smaller heat balance quantities. The 
gions are shown in the same figures. rest of the terms in the heat balance 
Upper and lower limits for FRad were ,equation must be determined by less 
determined by assuming that the uncer- direct means. This is not as serious as it 
tainties in the solar absorption and infra- might sound, since near the Martian 
red emission rates were additive. poles, the magnitudes of SAtm, FHoriz, 
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Fig. 3.  Same measurements as Fig. 2 but for the south study region (FCond = 0). 
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and FCond are generally much smaller 
than those of FRad and Sco2, which are of 
order 20 W m-2. This makes proportion- 
ately larger uncertainties in the smaller 
terms almost always less important than 
uncertainties in the radiation budget 
measurements for determining C 0 2  la- 
tent heat storage rates for the study 
regions. 

The smallest and easiest of the three 
small terms to estimate is SAtm, the at- 
mospheric total potential energy storage 
rate. The total potential energy of an 
atmospheric column is the sum of its 
internal thermal and gravitational poten- 
tial energies (11). To estimate SAtm, the 
atmospheric columns within the bound- 
aries of the study regions were assumed 
to be hydrostatic with constant surface 
pressures of 4.64 mbar in the north and 
2.54 mbar in the south. The surface 
pressures are from estimates of surface 
frost temperatures that will be presented 
later. Changes in atmospheric tempera- 
tures at all levels were assumed to be 
equal to the measured changes in T,,. 
The calculated magnitudes of SAtm were 
typically less than 0.5 W m-2, and never 
exceeded 3 W m-2 (12). 

A more difficult term to estimate is 
FHorlz, the instantaneous net horizontal 
heat flux into the study regions at their 
boundaries. The results of general circu- 
lation model (GCM) calculations show 
that although the Martian atmosphere is 
expected to transport some heat from 
lower, warmer latitudes to the polar re- 
gions, the effects of dynamic heat trans- 
port on the current heat balance at the 
Martian poles are small when compared 
to those of radiation. Martian GCM cal- 
culations for seasons near L, = 270, 
L, = 0 (13), and L, = 90 (14) all give 
vertically integrated polar atmospheric 
advective heating rates ranging from 0 to 
10 W m-2 (15). 

The annually averaged upper and low- 
er limits for FRad are approximately +3 
and -7 W m-2 for both the north and the 
south study regions. If one assumed that 
each region behaved identically from 
year to year, then the annually averaged 
values of FCond, SAtm, and Sco2 would be 
0 and the annually averaged value of 
FHorlz would be 2 i 5 W m-2 from Eq. 
1. The assumption of exact year to year 
repeatability may not be completely cor- 
rect because although comparisons be- 
tween the IRTM northern summer ob- 
servations used in this study and those 
from one Mars year earlier (I) show no 
discernible interannual variations in 
thermal or reflectance behavior, orbiter 
images do show small interannual varia- 
tions in the extent of C 0 2  frost cover 
near the south pole during summer (4). 

For the purpose of estimating Sco2, 
FHoriz will be assumed to equal 2 W 
mT2 for both study regions throughout 
the year. Although this procedure may 
introduce significant uncertainties during 
some seasons, it is the simplest and least 
ad hoc method of correcting the instanta- 
neous heat budget results for the as- 
sumed minor effects of atmospheric heat 
transport (16). Any effects that this as- 
sumption may have on subsequent re- 
sults will be discussed. 

Subsurface heat conduction. The last 
term in the heat balance equation to 
consider is FCond, the upward subsurface 
conductive heat flux at the top bound- 
aries of the permanent caps. It will be 
useful to first consider the case of the 
north study region. 

The relative magnitudes of seasonal 
variations in FCond can be derived from 
solutions to the one-dimensional heat 
diffusion equation if the temperature at 
the top of the permanent cap can be 
determined throughout the year. Since 
the polar atmosphere was relatively clear 
during northern summer when the per- 
manent cap was exposed, the cap's sur- 
face temperature can be taken directly 
from the measured brightness tempera- 
tures in the IRTM surface-sensing chan- 
nels, since water ice is an excellent 
blackbody emitter. During other sea- 
sons, the top of the permanent cap is in 
direct thermal contact with seasonal CO;? 
frost deposits. If the frost deposits are in 
solid-vapor equilibrium with C02  gas in 
the atmosphere, then their temperatures 
will not vary with depth, and the tem- 
perature at the top of the permanent cap 
will equal the surface temperature T,. 

The temperatures of Martian CO2 frost 
deposits are determined by the local par- 
tial pressure of C02.  In most previous 
studies, it has been assumed that polar 
frost deposits lie close to the 6.1 mbar 
pressure level, giving C 0 2  frost tempera- 
tures near 148 K. The IRTM observa- 
tions suggest that the study regions lie 
somewhat higher. Figures 2A and 3A 
show that during early fall and late win- 
ter, the IRTM brightness temperatures in 
the available channels were nearly coin- 
cident. This occurred in both the north 
and south study regions and was espe- 
cially apparent during early fall in the 
south. The simplest and most likely ex- 
planation for this behavior is that the 
spectral emissivities of seasonal frost 
deposits in the north and south study 
regions were very close to unity during 
these seasons, making the measured 
brightness temperatures close to actual 
surface frost temperatures (9). Frost 
temperatures can be used to determine 
surface C02  equilibrium vapor pressures 

and estimate approximate altitudes for 
the study regions relative to the 6.1 mbar 
reference aeroid. With T,  = 146 * 1 K 
for the north study region at Julian date 
3430 (L, = 348.6) and T,  = 142 + 1 K 
for the south study region at Julian date 
3490 (L ,  = 18.2) gives altitudes of 
+2.5 +. 2 km in the north and $8 1 2  
km in the south assuming a hydrostatic 
atmosphere of uniform composition with 
a scale height of 9 km. Although the true 
uncertainties of these inferred study re- 
gion elevations are difficult to gauge, 
they are in good agreement with the 
general trends displayed by radio occul- 
tation altitude determinations at lower 
latitudes (1 7). 

Surface temperatures were calculated 
for all other seasons in which C02  was 
present by assuming that C 0 2  partial 
surface pressures at the study regions 
were proportional to the seasonally vary- 
ing surface pressures measured at Viking 
Lander 1 (18). Figures 2A and 3A show 
estimated values of T,  for the north and 
south study regions throughout the year. 
The day that the north permanent cap 
was exposed was determined from high 
emission angle observations that are not 
shown in Fig. 2A. 

With year-long surface temperatures 
in hand, FCond can be calculated by 
treating the north permanent cap as a 
semi-infinite homogeneous half-space in 
annual equilibrium. With boundary con- 
ditions that surface temperatures equal 
T, and that temperature gradients at 
great depths equal 0 (that is, no heat flow 
from the Martian interior), the one-di- 
mensional heat diffusion equation was 
solved to yield FCond throughout the year 
(19). The solutions are such that the 
magnitude of FCond at any given time is 
proportional to the thermal inertia 
I = (kpc)ll2, where k is the thermal con- 
ductivity, p is the density, and c is the 
heat capacity of the permanent polar cap 
material. The thermal inertia of the per- 
manent cap is not expected to exceed 
50 x cal cm-2 . sec'I2, the value for 
solid water ice or rock. Figure 2D shows 
calculated values for FCond throughout 
the year for 1 = 10 x 30 x 
and 50 x cal cm-2 . sec'I2. 

Values for I in the north can be deter- 
mined from the IRTM observations by 
considering the heat balance equation 
during the summer season when the per- 
manent water ice cap is exposed. Since 
high surface temperatures preclude the 
stability of solid C 0 2  during this season, 
Sco2 can safely be assumed to be 0 (9). 
This means that Eq. I can be solved to 
yield upper and lower !imits for Fcond 
during northern summer since upper and 
lower limits for FRad and values for S A ~ ~  
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and FHoriz have been determined. Obser- 
vationally constrained limits for Fcond 
during northern summer are shown as 
vertical bars in Fig. 2D. These are con- 
sistent with the values of Fcond that were 
calculated from the heat diffusion equa- 
tion in the same figure if the thermal 
inertia of the north permanent cap is in 
the neighborhood of 30 x cal 

. sec1I2. The goodness of fit pro- 
vides not only an estimate of the uncer- 
tainties in I, but also independent confir- 
mation that possible systematic errors in 
Ap and FTIR are not large. The derived 
inertia applies to the upper few meters of 
the north permanent cap and is consist- 
ent with the notion that it is a coarse- 
grained or nearly solid admixture of wa- 
ter ice, rock, and dust. Upper and lower 
limits for calculated year-long values of 
FCond for the north study region will be 
estimated by using permanent cap ther- 
mal inertias of 40 x and 20 x 
cal cmW2 . secli2. 

In the south, the magnitude of FCond is 
directly tied to the important question of 
whether or not solid C02  remained on 
the surface of the south residual cap 
throughout the summer season. If the 
entire south study region was covered 
with solid C 0 2  throughout the year, then 
FCond would be close to 0. An analysis of 
the Viking orbiter images of the receding 
south polar cap suggests that some C 0 2  
frost may have been left on the outskirts 
of the residual cap area at the end of 
summer, but the images alone provide 
few clues as to the extent of C 0 2  cover 
within the south study region itself to- 
ward the end of summer because the rate 
of change of frost coverage was extreme- 
ly slow (4). 

The best evidence for a permanent 
C02  cap in the south has come from 
Kieffer's analysis of IRTM spring and 
summer south polar data (3). He used 
observations of the interior of the residu- 
al cap at Julian date 3362 (L,  = 311) to 
estimate that the net flux of solar and 
infrared radiation at the top of the atmo- 
sphere was on the order of 60 W m-2. 
Kieffer argued that a large fraction of this 
energy flux must have been going into 
sublimating surface C 0 2  deposits. This 
result, along with the absence of any 
unequivocal evidence for an exposed 
water ice cap in the south [that is, large 
atmospheric water vapor abundances 
over the cap (20), or any abrupt in- 
creases in the IRTM brightness tempera- 
tures during late summer] led him to 
conclude that the south residual cap con- 
tained solid C 0 2  throughout the first 
Viking year of observations. 

The IRTM observations and heat bal- 
ance statistics presented here provide 

additional support for Kieffer's conclu- 
sion. It is instructive to observe the 
behavior of FRad [the difference between 
Fsolar (1 - Ap) and FTIR] during the ear- 
ly spring seasons when the surfaces of 
both the north and the south study re- 
gions were completely covered with C 0 2  
frost (Figs. 2C and 3C). As the insolation 
rate increased in early spring, FRad un- 
derwent a rapid transition from negative 
to positive values in both the north and 
the south study regions. Since FCond is 
small during this season, this behavior 
can be readily interpreted as a quick 
transition from C02-condensing to COz- 
sublimating conditions within both study 
regions. In the south, FRad stayed posi- 
tive until late in the summer season and 
then underwent a rapid transition to neg- 
ative values as the insolation rate de- 
creased. This behavior is in sharp con- 
trast to the slow transition that was ob- 
served in the north and is exactly what 
would be expected if a large fraction of 
the surface of the south study region 
contained sublimating and then condens- 
ing C02  frost during late summer. 

Although C02  probably remained 
throughout the summer in the south, 
FCond may not have been exactly 0. 
During late summer, the surface proper- 
ties of the south study region were not 
spatially homogeneous, as judged by the 
thin lanes of dark unfrosted surface ma- 
terials that comprised up to 10 percent of 
the area of the region. Subsurface heat 
conduction probably played an impor- 
tant role in the local heat balance of 
these dark areas, but the overall effect of 
these areas is difficult to assess for two 
reasons. First, they were not resolved 
spatially by IRTM, and second, the 
brightness temperatures in all the surface 
sensing channels were significantly ele- 
vated throughout the spring and summer 
seasons in the south by thermal emission 
from dust in the hot south polar atmo- 
sphere. Generous upper limits for the 
magnitude of FCond during late summer 
can be estimated by assuming that the 
exposed areas of the south permanent 
caD had the thermal inertia of solid water 
ice and that the average surface tempera- 
ture of the south study region rose as 
high as TZ0 during late summer. These 
assumptions yield upper bounds for 
FCond of 210 W m-*, which are too 
small to balance FRad during late summer 
in the south. This confirms the need for 
nonzero C 0 2  latent heat storage during 
this season. For the purpose of estimat- 
ing Sco, for the south study region, FCond 
will be assumed to be 0 throughout the 
year. 

Annual behavior of C02 frost. With 
the necessary terms in the heat balance 

equations accounted for, it is now possi- 
ble to present derived C02  frost accumu- 
lation rates for the north and south study 
regions during the course of a Martian 
year. Upper and lower limits for Sco, for 
the north study region (Fig. 2D) were 
computed from Eq. 1 by assuming that 
the estimated uncertainties in FRad and 
FCond were additive. Upper and lower 
limits on Sco, for the south study region 
(Fig. 3D) reflect uncertainties in FRad 
alone. 

Before comparing the behavior of C 0 2  
frost in the north and south, it is impor- 
tant to ~ o i n t  out that there is no obvious 
reason to expect permanent C 0 2  frost 
deposits at only one Martian pole. This is 
true for elli~tical orbits as well as circu- 
lar ones since the total annual insolation 
at both poles will always be equal (17, 
21). Elliptical orbits complicate compari- 
sons between the behavior of COz in the 
north and south because the durations of 
seasons and the distributions of incident 
solar energy within them are not sym- 
metric. Currently, if C 0 2  accumulation 
rates in the absence of sunlight were the 
same at both poles, then approximately 
30 percent more C 0 2  would be expected 
to accumulate in the south during a year 
because the polar night season there is 
longer than that in the north. If the 
properties of the north and south polar 
surface and atmospheres were identical, 
then the south's apparent advantage dur- 
ing the fall and winter seasons would be 
completely canceled out during the 
spring and summer because the distribu- 
tion of insolation with time is such that 
more total sublimation would take place 
in the south. The results shown in Figs. 
2D and 3D are especially useful for un- 
derstanding the current asymmetric be- 
havior of seasonal frost at the Martian 
poles because they make it possible to 
compare the behavior of C 0 2  season by 
season. 

On the whole, the north and south 
study regions behaved symmetrically 
during their respective fall and winter 
seasons. Figures 2D and 3D show that 
the rates of C 0 2  condensation within 
both regions were generally quite com- 
parable during this period except during 
early northern winter and during the first 
half of the second global dust storm in 
the north (22). Substituting the upper and 
lower limits for Sco, into Eq. 2 and then 
integrating these raies over the periods 
in which net frost accumulation occurred 
yields total annual frost accumulations of 
75 * 12 g cm-2 in the north and 110 + 7 
g cm-2 in the south for Lco, = 590 J g-I. 
Although these derived annual C 0 2  ac- 
cumulations should contain additional 
uncertainties for FHoriz, they do not sug- 
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Table 1. Two sets of constraints on the remaining model parameters used in Fig. 5. 

Set Range 60 g t s  F ~ o r i z  (W m-2) f 

1 Minimum 0.84 0.69 0.90 0 0.5 
Maximum 0.88 0.89 1 .O 4.0 0.6 

2 Minimum 0.4 0.4 0.65 -2.0 0.45 
Maximum 0.99 0.99 1 .OO 8.0 0.70 

gest that the absence of C 0 2  frost in the 
north during summer was primarily due 
to north-south asymmetries during fall 
and winter. 

The north and south study regions 
behaved very asymmetrically during 
their respective spring seasons. Figures 
2B, 3B, and 4 show that during late 
spring, planetary albedos in the south 
were significantly higher than they were 
in the north. Comparison between Figs. 
2D and 3D shows that by midspring, CO2 
sublimation rates in the north were at 
least as high as they were in the south 
despite the fact that insolation rates in 
the south were over 50 percent greater. 
Since the north and south study regions 
experienced similar C02  accumulation 
rates during fall and winter, the absence 
of permanent C 0 2  frost deposits in the 
north can be primarily attributed to the 
north study region's ability to convert a 
significantly greater fraction of its avail- 
able incident solar energy into C02  frost 
sublimation. 

An important question concerning the 
asymmetric behavior of C 0 2  frost at the 
Martian poles is whether this behavior 
was primarily due to north-south differ- 
ences in surface properties, atmospheric 
properties, or both. It has been suggest- 

North Study Region 

0" 

ed that differences in the dust contents of 
the polar atmospheres or the seasonal 
frost deposits themselves may play an 
important role in the asymmetry since 
global dust storms presently occur only 
during southern spring and summer and 
the radiative effects of dust in the atmo- 
sphere and on the surface could be large 
(7, 23, 24). The results presented so far 
have shown that the most important 
north-south asymmetries occurred dur- 
ing the spring seasons. The next section 
describes how the observed late spring 
season heat balance quantities can be 
interpreted in terms of surface and atmo- 
spheric properties with the aid of a polar 
radiative model. 

Polar radiative model.  The model de- 
scribed here is similar to the simplified 
one-dimensional radiative equilibrium 
model used by Davies to investigate the 
effects of atmospheric dust on Martian 
surface and atmospheric heating rates 
(24). By treating the atmosphere's ther- 
mal response as instantaneous, the mod- 
el calculates surface C 0 2  sublimation 
rates and observable radiative fluxes at 
the top of the atmosphere from an as- 
sumed set of aerosol optical properties, 
surface properties, and atmospheric dy- 
namical heating rates. By comparing the 

South Study Reg i on 

oO 

model calculated values of A p  and FTIR 
with the observations, the surface and 
atmospheric properties that are responsi- 
ble for the contrasting behavior of the 
north and south study regions during the 
spring seasons can be identified. 

An important task for the model is to 
calculate the fraction of incident solar 
energy that is deposited on the surface 
and in the atmosphere. The planetary 
albedo, a key observable can be written 
AP = 1 - (Hs + HA)/Fs0la,, where Hs is 
the surface solar heating rate and H A  is 
the vertically integrated atmospheric so- 
lar heating rate. In the model, the frac- 
tion of solar energy absorbed by gaseous 
C02 at near infrared wavelengths is cal- 
culated from formulas presented by Pol- 
lack et al. (14). The remaining solar 
energy (typically 99 percent) is then as- 
sumed to be available for broadband 
multiple scattering and absorption by 
atmospheric aerosols and the surface. 
Scattering calculations are performed us- 
ing a two-stream 6-Eddington code that 
yields calculated radiative fluxes that are 
in good agreement with the results of 
exact solutions to the equation of radia- 
tive transfer for the range of aerosol 
optical properties considered in this pa- 
per (25). The solar heating rates Hs and 
HA are determined by the values of six 
model parameters: A,, 7, ho, g ,  Fsolar, 
and cp, where A, is the solar spectrum 
averaged surface albedo, T is the solar 
spectrum averaged vertical aerosol opti- 
cal depth or opacity, ho is the solar 
spectrum averaged aerosol single scat- 
tering albedo (26), and g is the solar 
spectrum averaged aerosol scattering 
phase function asymmetry parameter (27). 

Terrestrial Snow 

0" 

Fig. 4. Bidirectional reflectance plots showing contours of Lambert albedo as a function of emission angle 0 (radial) and solar azimuth angle $ (az- 
imuthal). The sun is at h = 0. The IRTM angular coverage is shaded. (Left) North study region, Julian date 3560 to 3630 (L, 50.0 to 80.7) for solar 
zenith angles cp of 60" to 70'. (Center) South study region, Julian date 3240 to 3280 (L, 235.7 to 261.1) for 60" < cp 5 70". (Right) Measured 
bidirectional reflectance of aged terrestrial snow for cp = 64.1" from (10) normalized to A p  = 0.60. 
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The model's infrared calculations are 
greatly simplified by the fact that north 
and south polar atmospheres are in a 
state of near-thermal equilibrium. Since 
SAtm is small, and elevated polar atmo- 
spheric temperatures preclude the stabil- 
ity of condensed atmospheric CO2, the 
model's instantaneous heat balance 
equation for the atmospheric columns 
within the study regions during late 
spring is 

where E, is the Planck weighted average 
emissivity of the surface frost, a is the 
Stefan-Boltzmann constant, FJfR is the 
downward flux of infrared radiation at 
the surface, and E; is the fraction of FifR 
absorbed by the surface (28). Equation 5 
makes no allowance for vertical convec- 
tive heat transport between surface and 
atmosphere because spring season polar 
atmospheric temperature profiles are 
very stable. The effects of heat conduc- 
tion from atmosphere to surface are also 
small under these circumstances (13) and 
are ignored in this model. The term FJTR 
is not calculated explicitly in this mo- 
del but is evaluated in terms of a new 
free parameter, f, where f = FJ~R/(HA + 
FHoriz); f is a measure of the atmo- 
sphere's tendency to reradiate its ab- 
sorbed solar and dynamically transport- 
ed energy to the surface. During late 
spring in the north and south, f should be 
greater than 0 and less than (€;)-I since 
(HA + FHoriz) is likely to be greater than 
0 and FTIR is greater than E,UT; (Eq. 5). 
A series of more elaborate ten-layer one- 
dimensional radiative equilibrium model 
calculations show that f is primarily de- 
termined by the vertical distributions of 
advective heating and aerosol opacity 
and is relatively insensitive to all other 
surface and atmospheric properties (9). 
In these calculations, f was found to be 
greater than 0.45 and less than 0.7 even 
when all aerosol particles were assumed 
to be concentrated at the top of the 
atmosphere or just above the surface. If 
T, is known, then FTIR can be calculated 
from Eq. 5, given the values of Hs, HA, 
F~oriz, f, Es, and E:. 

The left and center panels of Fig. 5 
show some important aspects of the 
model's behavior for one of the many 
possible combinations of inputs to the 
model. Figure 5 (left panel) shows calcu- 
lated values of Ap as a function of A, and 
T for cp = 66S0, Go = 0.86, and g = 0.79. 
These values for Go and g were derived 
from analyses of Viking lander imaging 
observations of the sun and sky (29) and 
are frequently used to characterize the 
solar spectrum averaged optical proper- 

Fig. 5. (Left) Calculated spring season planetary albedos Ap and (center) south study region 
surface C 0 2  latent heat storage rates Sco2 as a function of surface albedo A, and dust opacity T 
for one combination of model input parameters. (Right) Inferred surface albedos and aerosol 
opacities for the north study region at Julian date 3595 (L, = 65.4) and for the south study 
region at  Julian date 3265 (L, = 251.6) for all combinations of two sets of model parameters. 

ties of Martian dust. The contours in Fig. 
5 for Ap show that for this choice of 
aerosol optical properties, Ap is a lower 
limit for A, as long as Ap is greater than 
0.3. Also shown are values of Sco2 (Fig. 
5, center panel) as a function of A, and T 

for the polar insolation conditions that 
occur during late southern spring; Sco2 
can be determined from model calculat- 
ed values of Ap and FTIR in Eq. 3 with 
the assumption that FCond = 0 in Eq. 1. 
Other values used were FsOlar = 290.7 W 
m-2, cp=66.S0, Go=0.86,  g = 0 . 7 9 ,  
Ts = 142.5 K, E i  = Es = 1, FHoriz = 2 W 
m-2, and f = 0.55. The contours for Sco, 
support Davies' conclusion that the addi- 
tion of atmospheric dust can either result 
in increased or decreased surface subli- 
mation rates depending on the surface 
albedo, but also show that spring season 
surface C02  sublimation rates are much 
stronger functions of A, than of r .  This 
strong dependence makes A, both the 
most important and the most confidently 
inferable property of the study regions 
during spring. 

An extensive set of model calculations 
were performed for the insolation condi- 
tions at Julian date 3265 (L, = 251.6) for 
the south study region and Julian date 
3595 (L,  = 65.4) for the north study re- 
gion (arrows at the top in Figs. 2A and 
3A). These particular dates were chosen 
for comparing the model results with the 
IRTM observations for a number of rea- 
sons. First, insolation rates at the top of 
the atmosphere in the north and south 
were near their maximum values with 
average solar zenith angles near 66.5" for 
both study regions. Second, the Viking 
orbiter images show that the surfaces of 
both study regions were plainly visible 
and completely covered with seasonal 
C02  frost (4, 30). Also, the diameters of 
both seasonal polar caps were approxi- 
mately 20" of latitude, and the planetary 
albedos of both regions were well con- 
strained. On these dates, observed up- 
ward infrared fluxes at the top of the 

atmosphere in the north and south were 
similar while observed planetary albedos 
at the top of the atmosphere in the south 
were distinctly higher (0.54 5 Ap 5 0.62 
and 32.0 5 FTIR 5 35.6 for the north 
study region, 0.69 5 Ap 5 0.77 and 
35.3 5 FTIR 5 42.0 for the south re- 
gion). 

The calculations were performed by 
varying each of the inputs to the model, 
As, T, g ,  FHoriz, E,, and f, over a wide 
range in every possible combination and 
then recording only those combinations 
of parameters that yielded model calcu- 
lated values of Ap and FTIR that were 
within their measured upper and lower 
limits on the chosen dates in the north 
and the south (31). Table 1 shows two 
sets of constraints on the parameters Go, 
g,  FHoriz, E,, and f. The first set covers a 
likely range of dust optical properties 
and study region surface and atmospher- 
ic properties. The second set covers a 
much wider range, including nearly all 
possible water ice, dust, and soot optical 
properties and a very wide range of 
study region surface and atmospheric 
properties. Figure 5 (right panel) shows 
all combinations of A, and r that yielded 
calculated values of Ap and FTIR that 
were within their measured upper and 
lower limits when the two sets of con- 
straints on the model parameters in Ta- 
ble 1 were imposed. The calculations 
show that the late spring season IRTM 
observations are consistent with the first 
set of constraints only if dust opacities in 
the north and south are similar and sur- 
face frost albedos in the south are dis- 
tinctly higher. When the wider ranging 
second set of constraints are used, the 
observations still require surface frost 
albedos in the south to be higher than 
those in the north for almost every com- 
bination as long as r is less than 1.0. This 
last condition is guaranteed by the Vi- 
king orbiter images of the study regions 
during these seasons. 

Discussion. It appears then that the 
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contrasting behavior of C 0 2  frost at the 
north and south poles of Mars during the 
Viking year can be attributed almost 
entirely to spring season surface frost 
albedos being approximately 25 percent 
lower in the north than in the south. 
Experience from terrestrial snow and 
water ice studies has shown that albedo 
variations of this magnitude can arise 
from variations in frost microphysical 
properties such as grain size and from 
variations in the concentrations of ab- 
sorbing contaminants such as dust (32). 
In view of the extreme sensitivity of pure 
frost reflectivities to the addition of min- 
ute quantities of absorbing materials (33) 
and the ready supply of dust in the 
Martian atmosphere, preferential dust 
contamination of the seasonal frost de- 
posits that overlie the north residual cap 
seems a very likely explanation for the 
behavior and properties discussed 
above. 

If dust contamination is responsible 
for the lower reflectivities of the season- 
al frost deposits at the north pole, then it 
will be important to establish whether 
this contamination occurs primarily dur- 
ing global dust storms in the fall and 
winter or during local dust storms at the 
cap edge in early spring (34). If global 
dust storms are primarily responsible, 
then the north permanent cap should 
become exposed much later in the sea- 
son during years in which no global dust 
storms occur. 

In the south, the high surface albedos 
that are inferred during late spring are 
puzzling in that they suggest that the 
exposed seasonal frost deposits within 
the south study region contained no sig- 
nificant quantities of dust despite the 
occurrence of a major global dust storm 
earlier in the season. In addition, the 
results shown in Figs. 3B and 3D suggest 
that the south study region surface albe- 
dos continued to be high even during the 
second global dust storm of 1977, as 
shown by the sharp rebound in planetary 
albedos and the continued low surface 
C02  sublimation rates after the initial 
intense ~ h a s e  of the storm. Understand- 
ing exactly how the seasonal frost depos- 

its at the south residual cap are able to 
maintain their high reflectivities through 
the dusty spring and summer seasons 
could be very important since the vapor 
pressures of these deposits could well be 
determining the present mass of the Mar- 
tian atmosphere. 

The Viking results have made it clear 
that the annual heat balance at the Mar- 
tian poles is not a purely local phenome- 
non, but may be strongly influenced by 
the complex, global scale geologic and 
atmospheric processes that bring dust to 
the polar regions each year. In 1991, the 
Mars Observer is scheduled to arrive at 
Mars, enter into a low polar orbit, and 
begin surveying its surface, atmosphere, 
and magnetosphere for one Mars year. 
By better defining the global circulation 
of dust in the Martian atmosphere, the 
surface topography of the Martian polar 
regions, and the behavior and properties 
of Martian C 0 2  frosts on the surface and 
in the atmosphere, the Mars Observer 
may help provide a new and more de- 
tailed understanding of the Martian polar 
caps and their relation to the Martian 
climate. 
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