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Remote sensing of the earth's surface 
from aircraft and from spacecraft pro- 
vides information not easily acquired by 
surface observations. Until recently, the 
main limitations of remote sensing were 
that no subsurface information could be 
acquired and that surface information 
lacked specificity (I). Orbital imaging 
radar can now provide subsurface data in 

portions of the spectrum. In addition, we 
discuss several approaches to the analy- 
sis of the resulting hyperspectral image 
data sets. Hyperspectral refers to the 
multidimensional character of the spec- 
tral data set. In the past, data were 
acquired in four to seven spectral bands. 
Imaging spectrometry now makes possi- 
ble the acquisition of data in hundreds of 

Summary. Imaging spectrometry, a new technique for the remote sensing of the 
earth, is now technically feasible from aircraft and spacecraft. The initial results show 
that remote, direct identification of surface materials on a picture-element basis can 
be accomplished by proper sampling of absorption features in the reflectance 
spectrum. The airborne and spaceborne sensors are capable of acquiring images 
simultaneously in 100 to 200 contiguous spectral bands. The ability to acquire 
laboratory-like spectra remotely is a major advance in remote sensing capability. 
Concomitant advances in computer technology for the reduction and storage of such 
potentially massive data sets are at hand, and new analytic techniques are being 
developed to extract the full information content of the data. The emphasis on the 
deterministic approach to multispectral data analysis as opposed to the statistical 
approaches used in the past should stimulate the development of new digital image- 
processing methodologies. 

arid regions (2), and recent work in high- 
spectral-resolution radiometry shows 
that mineral components in the surface, 
as well as vegetation stressed by metals 
in the substrate, can be identified (3). In 
this article we discuss early results of a 
major advance in remote sensing, imag- 
ing spectrometry, which consists of the 
acquisition of images in many narrow 
contiguous spectral bands throughout 
the visible and solar-reflected infrared 
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spectral bands simultaneously. Because 
of the specificity of the data acquired by 
imaging spectrometry, many more prob- 
lems can now be addressed by this re- 
mote sensing technique. 

The value of the technique lies in its 
ability to acquire a complete reflectance 
spectrum for each picture element (pixel) 
in the image. The reflectance spectrum 
in the region 0.4 to 2.5 p,m can be used to 
identify a large range of surface cover 
materials that cannot be identified with 
broadband, low-resolution imaging sys- 
tems such as the Landsat scanners (4). 
Figure 1 shows high-spectral-resolution 
laboratory reflectance spectra for a num- 
ber of common minerals. The Landsat 

thematic mapper (TM) is able to acquire 
only one data point in this wavelength 
region. Many surface materials, although 
not all, have diagnostic absorption fea- 
tures that are 20 to 40 nm wide at half the 
band depth (5). Therefore, spectral imag- 
ing systems, which acquire data in con- 
tiguous 10-nm-wide bands, can produce 
data with sufficient resolution for the 
direct identification of those materials 
with diagnostic spectral features. The 
Landsat scanners, which have band- 
widths between 100 and 200 nm, cannot 
resolve these spectral features. Some 
important rock-forming minerals, such 
as quartz and feldspar, do not have any 
fundamental or overtone absorption fea- 
tures in the region from 0.4 to 2.5 km and 
therefore cannot be detected directly. 
On the other hand, neither do these 
minerals mask the absorption features of 
the important minor minerals in rocks 
and soils. Similarly, mineral mixtures, 
and mixtures with vegetation in an indi- 
vidual pixel, can be separated if the 
components have unique spectral fea- 
tures. 

Data Collection 

Simultaneous imaging in many contig- 
uous spectral bands requires a new ap- 
proach to sensor design. Sensors such as 
the Landsat multispectral scanner (MSS) 
or TM are optomechanical systems in 
which discrete detector elements are 
scanned across the surface of the earth 
perpendicular to the flight path, and 
these detectors convert the reflected so- 
lar photons from each pixel in the scene 
into a sensible electronic signal (Fig. 2a). 
The detector elements are placed behind 
filters that pass broad portions of the 
spectrum. The MSS has four such sets of 
filters and detectors, whereas TM has 
seven. The primary limitation of this 
approach is the short residence time of 
the detector in each instantaneous field 
of view (IFOV). To achieve adequate 
signal-to-noise ratio without sacrificing 
spatial resolution, such a sensor must 
operate in broad spectral bands of 100 
nm or greater or must use optics with 
unrealistically small ratios of focal length 
to aperture (f numbers). 

One approach to increasing the resi- 
dence time of a detector in each IFOV is 
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to use line arrays of detector elements tral channel instrument, called the modu- 
(Fig. 2b). In this configuration there is a lar optoelectronic multispectral scanner, 
dedicated detector element for each has been carried aboard the space shuttle 
cross-track pixel, which increases the (6). A French satellite sensor called 
residence or integration time to the inter- SPOT (Systeme Probatoire d'observa- 
val required to move one IFOV along the tion de la Terre) that will use line array 
track. Such an experimental two-spec- detectors will be launched in 1985. It is 

Fig. 1. Selected laboratory 
spectra of minerals containing 
overtone vibrational absorp- 
tion features for A1-OH (2.16 
to 2.22 wm), Mg-OH (2.3 to 
2.35 p n ) ,  and C 0 3  (2.3 to 2.35 
wm). The band 7 bandwidth of 
the Landsat thematic mapper 
is also shown. 
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Fig. 2. Four approaches to sensors for multispectral imaging: (a) multispectral imaging with 
discrete detectors; (b) multispectral imaging with line arrays; (c) imaging spectrometry with line 
arrays; and (d) imaging spectrometry with area arrays. 

expected that this system will provide 
stereoscopic image capability in three 
spectral bands in the region short of 1.0 
wm (7). 

There are limitations and trade-offs 
associated with the use of multiple line 
arrays, each having its own spectral 
band-pass filter. If all the arrays are 
placed in the focal plane of the telescope, 
then the same ground locations are not 
imaged simultaneously in each spectral 
band. If beam splitters are used to facili- 
tate simultaneous data acauisition. the 
signal is reduced by 50 percent or more 
for each additional spectral band ac- 
quired in a given spectral region. Fur- 
thermore, instrument complexity in- 
creases substantially if more than six to 
ten spectral bands are desired. 

Two approaches to imaging spectrom- 
etry are shown in Fig. 2, c and d. The 
line array approach (Fig. 2c) is analogous 
to the scanner approach used for MSS or 
TM except that light from a pixel is 
passed into a spectrometer where it is 
dispersed and focused onto a line array. 
Thus each pixel is simultaneously sensed 
in as many spectral bands as there are 
detector elements in the line arrav. For 
high-spatial-resolution imaging (ground 
IFOV's of 10 to 30 m), this approach is 
suited only to an airborne sensor which 
flies slowly enough that the readout time 
of the detector array is a small fraction of 
the integration time. Because of the high 
spacecraft velocities, imaging spectrom- 
eters designed for Earth orbit require the 
use of two-dimensional area arrays of 
detectors at the focal plane of the spec- 
trometer (Fig. 2d), obviating the need for 
the optical scanning mechanism. In this 
situation there is a dedicated column of 
spectral detector elements for each 
cross-track pixel in the scene. 

The key, then, to imaging spectrome- 
try is the detector array. Line arrays of 
silicon, sensitive from about 0.35 to 1.1 
pm, are available commercially in di- 
mensions up to 5000 elements in length 
(8). Area arrays of up to 800 by 800 
elements of silicon were developed for 
the Galileo Jupiter camera and for the 
Space Telescope wide field and plane- 
tary camera (9), and an experimental 
1024 by 1024 device has been recently 
tested (10). However, the state of infra- 
red array development is not yet so 
advanced. Line arrays are available in 
several materials up to a few hundred 
detector elements in length. Two of the 
most attractive materials are mercury 
cadmium telluride (HgCdTe) and indium 
antimonide (InSb); InSb line arrays of 
512 elements having very high quantum 
efficiency and detector element-to-ele- 
ment responsivity uniformity have been 
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developed (11). These arrays respond 
to wavelengths from about 0.7 to 5.2 
Pm. 

For area arrays, 32 by 32 element 
devices of HgCdTe sandwiched with a 
silicon charged-couple device multiplex- 
er have been made successfully (12), and 
64 by 64 element devices, which can be 
abutted on opposite sides, are under 
development (13). These devices can be 
mosaicked to form focal plane arrays of 
64 by 64n elements in dimension, where 
n represents the number of devices in the 
mosaic. Although development of 64 by 
64 element devices is progressing, the 32 
by 32 element array represented the state 
of the art in infrared area arrays 2 years 
ago, when the first airborne sensor was 
being tested. 

A sensor called the airborne imaging 
spectrometer (AIS) has been built to test 
the imaging spectrometer concept with 
infrared area arrays (14). This instrument 
operates in the mode shown in Fig. 2d. 

is the loss of detail in the 1.4-pm atmo- Details associated with reflectance varia- 
spheric water absorption band. Howev- tions are identified with arrows. For in- 
er, there is considerable detail visible in stance, the reflectance of a well-watered 
the spectral images well inside this band. courtyard lawn inside the school grounds 

Air photo 
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The spectral coverage of the instrument a 
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is sufficient to completely -deskbe ab- 
sorption features for solids in this wave- - L - ~ a n  

length region. Continuous strip images, 
32 pixels wide in 128 spectral bands, are 
acquired from the National Aeronautics 
and Space Administration (NASA) C- 
130 aircraft. The 128 spectral bands are 
acquired by stepping the spectrometer 
grating through four positions during the 
time it takes to fly forward one pixel 
width on the ground. The area array is 
read out between each grating position, 
and the data are recorded on the aircraft 
with a high-density analog tape recorder. 
The IFOV of AIS is 1.9 miuiradians, 
which produces a ground pixel size of 
approximately 8 by 8 m from a typical 
operating altitude of 4200 m. To aid in 
locating the AIS ground track, a bore- 
sighted 35-mm camera acquires black 
and white, wide-field-of-view photogra- 
phy - 

Figure 3 shows an AIS image, ac- 
quired over Van Nuys, California, on the 
first engneerina fliaht of AIS in Novem- - - 
ber 1982. This image covers the area 
outlined in black limes on the camera 
photograph. Notable features include a 
field in the lower portion of the image, a 
condominium complex in the center, and 
a school in the upper half of the image. 
On this test flight, images were acquired 
in only one grating position, or in 32 
contiguous spectral bands in the region 
from 1.5 to 1.2 pm. A mosaic of the 32 
AIS images, each in a different 9.3-nm- 
wide spectral band and each 32 pixels 
wide, is shown below the photograph. 
The most obvious feature in the mosaic 
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Fig. 3. Air photo of an area in Van Nuys, California, showing a school courtyard (a) and an open 
field (b). The black traces outline the coverage of the 32-pixel-wide AIS images taken in 32 
spectral bands between 1.50 and 1.21 p.m. The individual AIS images taken in 9.3-nm-wide, 
contiguous spectral intervals are shown at the bottom. The spectral reflectance behavior of the 
well-watered courtyard and the open field are quite different and reflect the irrigation practices. 
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Fig. 4. (a) Air photo of a portion of the Cuprite mining district in Nevada, superimposed with the 
AIS coverage. (b) Spectra (128 channels) derived from a 5 by 5 pixel area in the AIS image of the 
Cuprite mining district. The normalized spectrum approximates the ground spectral reflectance. 
(c) A set of 32 AIS spectral images over Cuprite taken at 9.3-nm intervals between 2.03 and 2.32 
pm in which each pixel spectrum has been normalized to produce an equal area under the 
reflectance curve. The differing reflectance characteristics as a function of wavelength are 
clearly visible (location a). 



(location a) drops significantly beyond 
1.4 pm in comparison with the reflec- 
tance of the unwatered field (location b). 

The AIS instrument was designed pri- 
marily as an engineering test bed for 
detector development, but it has been 
used successfully for data acquisition in 
support of research in remote sensing. 
However, to acquire data with greater 
spectral and spatial coverage, a new in- 
strument called the airborne visible-in- 
b e d  imaging spectrometer (AVIRIS) is 
being developed (15). Using line arrays 
of silicon and InSb configured as in Fig. 
2c, AVIRIS will acquire images in 224 
bands 10 nm wide, in the 0.4- to 2.4-pm 
region. The instrument will fly in the 
NASA U-2 aircraft, and at an altitude of 
20 km the swath width will be 11 km with 
a 20-m ground IFOV. In 1985 NASA will 
entertain proposals for analysis of 
AVIRIS data, and the instrument is 
scheduled for fiight in 1986. A shuttle 
experiment also has been proposed and 
is scheduled for a 1986 funding start (16). 
A high-resolution imaging spectrometer 
is one of the Earth Observing System 
(EOS) instruments being considered for 
the Space Platform as part of the Space 
Station. EOS is slated for launch in the 
early- to mid-1990's (17). 

Mineral Identiecation 

In order to test the capability of imag- 
ing spectrometry for mineral identifica- 
tion with the AIS, the Cuprite mining 
district of Nevada was chosen for study. 
The Cuprite area contains both hydro- 
thermally altered and unaltered rocks, 
well exposed and nearly devoid of vege- 
tation. The altered rocks overflown in 
this study contain secondary quartz, 
opal, and clay minerals (18), and the area 
has been subjected to extensive study 
with broadband multispectral images in 
the visible, reflective, and emissive in- 
frared (19). Several minerals, whose re- 
flectance spectra were shown in Fig. 1, 
occur in the Cuprite area and have diag- 
nostic absorption features in the 2.0- to 
2.4-pm region. The narrow spectral band 
sampling possible with an imaging spec- 
trometer should therefore allow these 
minerals to be identified. 

Figure 4a shows the central region of 
the Cuprite district overflown with AIS. 
The bright areas are the result of trench- 
ing operations that break through the 
dark-stained surface crust and expose 
materials consisting of almost pure sili- 
ca. The bottom curve in Fig. 4b shows a 
raw 128-channel spectrum of a 5 by 5 
pixel area in the AIS coverage outlined 
in Fig. 4a. The major features are the 
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Fig. 5. AIS image from Cuprite, Nevada, 
showing 3 by 3 pixel spectra of three repre- 
sentative surface units. Direct identification 
of the dominant mineral in each area can be 
made on the basis of the 2.0- to 2.3-pm 
spectral response. Laboratory spectra of 
field-collected samples are also shown (bro- 
ken lines), and they verify the AIS results. 

broad atmospheric water bands centered 
at 1.4 and 1.9 pm and the solar irradiance 
curve, which exhibits a rapid falloff to- 
ward longer wavelengths. A shortcut to 
modeling the atmospheric and insolation 
effects can be made if one normalizes the 
data to an area in the image having little 
or no topographic relief and uniform, 
known spectral reflectance characteris- 
tics. The top curve in Fig. 4b is the result 
of this normalization procedure. Spectral 
features in the surface material become 
more apparent in the normalized spec- 
trum because the removal of systematic 
effects makes it possible to display the 
data at their full radiometric resolution. 
Enhanced 32-channel images covering 
the region from 2.03 to 2.32 pm, and 
acquired in the area outlined in Fig. 4a, 
are shown in Fig. 4c. Surface features 
having absorption bands can be recog- 
nized by changes in contrast with respect 
to their surroundings. 

Spectra can be derived on a pixel by 
pixel basis from any point on the AIS 
image. Figure 5 shows a single 9.3-nm- 
wide channel image at 2.03 pm taken 
from Fig. 4c and the reflectance spectra 
derived from averages of 3 by 3 pixel 
areas from all 32 images. Three general 
spectral classes are seen. The spectra 
taken from the hill in the lower portion of 
the image contain an absorption doublet 
which matches that of kaolinite [Air 
(Si205)(0H)4]. A laboratory spectrum of 
a field sample from a spectral reference 
library is also shown. The spectra show a 
single, broad-absorption feature cen- 
tered at 2.17 pm indicative of alunite 
[KA13(S04)(0H)6], a mineral associated 
with altered feldspathic rocks. A labora- 

tory reflectance spectrum of a field sam- 
ple is superimposed. The spectra ob- 
tained from the top of the image are 
devoid of absorption features since this 
surface material consists of almost pure 
quartz, which does not exhibit spectral 
absorption features in this wavelength 
region. 

Vegetation Mapping 

Approximately 70 percent of the land 
surface of the earth is covered with vege- 
tation. Native vegetation can be an accu- 
rate indicator of local and regional geo- 
logic conditions. In addition, vegetation 
is an indicator of stress agents of nongeo- 
logic origin. Nutrient deficiency re- 
sponse and insect damage are well char- 
acterized for some forest species (20), 
whereas anthropogenic and water-in- 
duced stresses produce varying types of 
response in susceptible species of both 
native and crop vegetation (21). Subtle 
features of the native vegetation such as 
variations in species and community dis- 
tribution patterns, alterations in pheno- 
logic cycles, and modifications in the 
physiology and morphology of individual 
specimens provide valuable insight into 
the climatic, edaphic, geologic, and 
physiographic characteristics of an area. 
The use of vegetation conditions, health, 
chemical composition, and structure as a 
means of infemng geologic information 
constitutes an interdisciplinary approach 
known as geobotany. 

Reflectance spectra of vegetation, 
gathered in the 0.4- to 2.5-pm region of 
the electromagnetic spectrum, contain 
information on plant pigment concentra- 
tions, leaf cellular structure, and leaf 
moisture content (22). Such botanically 
significant information, when gathered in 
the appropriate format, allows the re- 
mote discrimination and mapping of 
plant species or communities, the detec- 
tion of their physiological condition and 
state of health, and the assessment of the 
amount of cover or biomass, based on 
unique spectral properties of a vegetated 
surface. High-spectral-resolution data 
sets in image format, such as those pro- 
vided by AIS, demonstrate the potential 
application of such data for botanical and 
geobotanical purposes. 

As part of a study of the value of high- 
spectral-resolution imaging in vegetation 
studies, AIS overflights of the Pico Anti- 
cline, near Piru, California, were con- 
ducted in December 1982 at a time when 
several types of native vegetation were 
senescent and dry. Other types of vege- 
tation, notably evergreen broadleaf and 
conifer species associated with both the 
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live oak communities and the riparian 
woodlands, as well as irrigated areas, 
were photosynthetically active at the 
time of these overflights. The AIS data 
were acquired in the 1.2- to 1.5-pm re- 
gion only, with a ground IFOV of ap- 
proximately 10 m. Simultaneously, the 
NASA NS-001 thematic mapper simula- 
tor (TMS) acquired multispectral data in 
six broadband spectral regions, equiva- 
lent to the bands of the TM on Landsats 
4 and 5. False-color infrared (CIR) aerial 
photography was also acquired. 

Figure 6 shows a series of false-color 
images consisting of a CIR photograph, a 
principal components (PC) transforma- 
tion (23) of TMS data for the same area, 
a similar PC of AIS data, and a duplicate 
AIS PC image with an overlay showing 
the areal distribution of dominant vege- 
tation for the area. The TMS and AIS 
data, both of which have roughly equiva- 
lent radiometric resolution, were pro- 
cessed in an identical fashion in order to 
make possible a comparison of their re- 
spective capabilities. 

The AIS PC image has more hues than 
the TMS PC image. Since the number of 
hues cannot be increased by simple con- 
trast stretching, it can be assumed that 
more spectral variability is seen in the 
AIS data. This variability relates to the 
distribution of dominant species within 
the community. The results of the field- 
study identification are shown in the 
overlay. As an example, comparison of 
the AIS and TMS images shows that 
arroyo willow, mule fat, and bamboo are 
separable on the AIS image but not on 
the TMS. 

These initial results demonstrate that 
the high-spectral-resolution, limited- 
spectral-coverage (1.2 to 1.5 pm) AIS 
image provides more species discrimina- 
tion than the low-spectral-resolution, 
broad-spectral-coverage (0.4 to 2.5 pm) 
TMS image. The spectral region covered 
by the AIS contains reflectance features 
related to leaf structure and moisture 
content, characteristics likely to be relat- 
ed to species-specific conditions of se- 
nescence and physiology. More infor- 
mation, specifically concerning stress, 
will become available when the most 
important region, 0.5 to 1.2 pm, is cov- 
ered with high-resolution imaging by 
AVIRIS. 

Geobotanical exploration and environ- 
mental monitoring studies, based on the 
use of remotely sensed data acquired by 
high-spectral-resolution sensor systems 
such as AIS and AVIRIS, have the po- 
tential to provide information of physio- 
logic and taxonomic significance to plant 
researchers. Such data, acquired essen- 
tially simultaneously for large areas of 

the earth and in a nondestructive fash- 
ion, will prove invaluable in develop 
ing capabilities for vegetation mapping, 
health assessment, and stress detection 
and characteristics. 

Data Analysis 

Just as imaging spectrometry requires 
new technology for instruments and de- 
tectors, effective utilization of the data 
requires development of new analytic 
approaches and techniques. Bellman's 
"curse of dimensionalityA 

ClR aerial photo 

with the advent of instruments that pro- 
duce images in hundreds of spectral 
bands simultaneously. Bellman's com- 
ment arose in the context of multivariate 
statistical analysis, the dominant ap- 
proach in today's methods of multispec- 
tral scene classification. Dimensionality 
is used here in the statistical sense and 
refers to the number of spectral measure- 
ments (variates) per pixel. The dimen- 
sionality of imaging spectrometer data 
makes it necessary to seek new analytic 
methods if dependence on the raw com- 
putational power of supercomputers is to 

(24) is be avoided. The experience with AIS 
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Fig. 6. Comparison of color infrared (CIR) aerial photography, principal components (PC), 
thematic mapper simulator (TMS), and AIS data acquired simultaneously over an area of 
orchards and riparian woodlands near Piru, California. A PC transformation was applied to the 
seven spectral channels of the TMS data and 18 of the 32 channels of AIS data in the 1.2- to 1 J- 
pm region exclusive of the 1 . 4 ~  atmospheric water band. Equivalent contrast stretches were 
applied to each image. The results of ground species identification are shown on the right. 
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Fig. 7. Binary encoding scheme for laboratory reflectance spectra of two minerals, (a) alunite 
and (ti) kaolinite. 
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data tends to confirm that the nature of 
imaging spectrometry leads naturally to 
a more deterministic approach to scene 
analysis. The most compelling reason for 
turning to deterministic, as opposed to 
statistical, methods of analysis is the fact 
that imaging spectrometry provides 
spectral sampling sufficient to define 
unique spectral signatures. 

The first problem to be addressed in 
the analysis of these data is visual inter- 
action with hyperspectral images and 
their statistical properties. Current 
graphics and image display technology 
allow implementation of a variety of 
tools for visual exploratory analysis. 
Among these are the ability to display a 
time-sequenced projection of the images 
in the spectral direction, cursor-desig- 
nated spectral plots of single pixels or 
averages over a spatial window, and 
rapid location of pixels having similar 
spectral signatures. In addition, it is now 
possible to interactively locate and dis- 
play spectra from a spectral library for 
visual comparison and to interactively 
create spectral data sets from specified 
regions in the scene. Figure 5 illustrates 
some of these capabilities based on the 
use of AIS data acquired over Cuprite, 
Nevada. 

Another useful visual enhancement of 
the data is the application of an equal 
energy spectral normalization, given by 

L 

C AjjXij (e )  is constant ( 1 )  
e = I  

where t? is the wavelength index, ( i , j )  is 
the spatial location index, Aij is the sca- 
lar multiplier for the intensity Xi of pixel 
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Fig. 8 (left). Generalized approach to the multispectral classification problem. Fig. 9 (right). 
Spectral reflectance curves of two minerals, (a) alunite and (b) kaolinite, and their correspond- 
ing Walsh-Hadamard spectral transformations. The value of the magnitude of the coefficients 
was increased by 1 to facilitate plotting of the magnitudes on a logarithmic scale. 

(i,~?, and L is the total number of spectral 
measurements per pixel. The resulting 
normalized data allow direct compari- 
sons of the shapes of spectral curves. An 
example of this enhancement is shown in 
Fig. 4c where the kaolinite doublet fea- 
ture at location a becomes obvious. 

Manual examination of the spectral 
content of the images by cursor-desig- 
nated plotting is a useful tool. It becomes 
rather laborious, however, when one is 
trying to locate spectrally similar units 
throughout an entire scene. To over- 
come this problem, a fast spectral signa- 
ture-matching algorithm has been de- 
vised that can be used to find all the 
pixels in a scene having a spectral signa- 
ture similar to a specified prototype 
spectrum. The prototype can be speci- 
fied from the image data itself or from a 
spectral reference library. The technique 
relies on binary encoding of the spectral 
data in order to achieve fast cross-corre- 
lation for signature matching. A number 
of approaches may be used in achieving 
the binary encoding. However, the fol- 
lowing algorithm appears to give the best 
overall results. Using the same notation 
as in Eq. 1, we find that each pixel is 
written as an L-component vector 

-+ 
a binary-valued L-element vector, Y", is 
constructed by 

where H(u) is the unit step operator 

An example of the use of this encoding 
scheme is illustrated in Fig. 7, where the 
results are shown for laboratory reflec- 
tance spectra of two mineral samples. 

In order to characterize the similarity 
between two binary spectral vectors, the 
Hamming distance (25) is used, 

where $ denotes the logical exclusive 
OR operator (26). This distance measure 
is related to the more familiar Tanimato 
measure (25) used in taxonomic classifi- 
cation. In order to accommodate natural 
variability in spectra of similar materials, 
the algorithm is run with the use of a 
specific threshold of acceptance DH = 
Z ,  such that 

j?? = [x, ( A , ) ,  X ,  (hi) ,  . . , , X ,  (4)lT A 2 if and only if DH 5 a (8) 

(2) This algorithm provides a fast means of 
where A denotes wavelength and T de- searching a scene for the location of 
notes transpose. If we define the scalar, specific classes and has been used with 
PO, as the mean of the ( i , j )  spectral success on AIS data (27). 
vector, Multispectral scene classification is 

especially affected by the dimensionality 
1 L of imaging spectrometer data. The gener- 

Pij = , Z xijco 
e = ~  (3) a1 multispectral classification problem is 



illustrated diagramatically in Fig. 8. The 
key element in this problem appears to 
be finding a feature extraction operator 
with efficient information compression 
properties. The transformation operator 
can be linear or nonlinear but should 
reduce dimensionality and at the same 
time preserve the information necessary 
for identification of the spectral signa- 
ture. One of the traditional transforma- 
tions used is the Karhunen-Loeve, or 
PC, transformation (23, 28). However, 
construction of this transformation re- 
quires estimation of the covariance ma- 
trix, and this process would take on the 
order of 1013 arithmetic operations for a 
typical scene 10 by 10 km such as will be 
acquired by AVIRIS. Clearly, more 
computationally efficient transforma- 
tions are needed for the analysis of imag- 
ing spectrometer data. 

The nonlinear binary encoding and 
cross-correlation techniques discussed 
above are possible in this context. How- 
ever, there is a large class of linear 
deterministic transformations having fast 
numerical implementations that are obvi- 
ous candidates as feature extraction op- 
erators. Examples include Fourier, 
Walsh-Hadamard, and Haar (28). An ex- 
ample of the Walsh-Hadamard spectral 
transformation is shown in Fig. 9. All 
linear transforms provide dimensionality 
reduction. However. there remains the 
question of clustering properties and 
similarity measures in the reduced di- 
mension pattern space. The Walsh-Ha- 
damard transform (28) is particularly at- 
tractive from the standpoint of computa- 
tional speed, being even faster than the 
fast Fourier transform. Furthermore, 
early analytic results indicate that a di- 
mensionality reduction of eight to one 
can be achieved while good classification 
accuracy is retained. 

Conclusion 

Direct identification of Earth surface 
materials on the basis of their unique 

spectral reflectance features is now pos- 
sible with imaging spectrometer systems 
in aircraft and eventually in spacecraft. 
New image-processing methods are be- 
ing developed to handle the large quanti- 
ties of data provided by these new sen- 
sors. Another step in machine analysis of 
data, the use of knowledge-based expert 
system methods for scene analysis (29), 
may eventually be required to make full 
use of the information content of these 
very large data sets. This approach offers 
great promise in providing an integrated 
data management and data analysis 
scheme suitable for handling data of the 
imaging spectrometer type. The ability 
of such systems to efficiently use a priori 
knowledge about spectral class charac- 
teristics, general scene content, and spa- 
tial association rules makes this ap- 
proach quite attractive. Properly de- 
signed, such systems will provide for 
efficient user interactions and dynamic 
modification of both the knowledge base 
and its application to specific analytic 
problems. 
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