
used for large programs, a balanced system 
could require at least 4 megabytes of memory 
per million instructions per second. 

16. Digital Equipment Corporation's VAX-111780 
Project began in Apr~l  1975 and the first dellvery 
was in March 1978. 

17. T. Kidder, Soul of a N e w  Machine (Little, 
Brown, Boston, 1981). 

18. The simplest way to ensure cache memories do 
not contain stale data is for processors to write 
through the cache memory each time a proces- 
sor issues a write command. All cache memories 
monitor the bus for data being written back to 
memory. If the cache memory contains a copy 
of data that has been modified, it deletes the 

stale data. This simple write-through scheme ings, Compcon 84 (IEEE Computer Society, 
requires much higher bus bandwidth, however; New York, 1984), pp. 70-73. 
and the system's performance is limited by the 21. A. K. Jones and E.  Gehringer, The Cm* Multi- 
ability of a cache memory to monitor the write- processor Project: A Research Review (Carne- 
through commands from all the other cache gie-Mellon University, Pittsburgh, 1980). 
memories. 22. D. Vrsalovic, D. P. Siewiorek, 2.  Segall, E. 

19. In a modern operating system a user may initiate Gehringer, Performance Prediction and Cali- 
and control several jobs. A single job is often bration for a Class of Multiprocessor Systems 
composed of a set of independent processes (Carnegie-Mellon University, Pittsburgh, 1984). 
that, in turn, may each be composed of several 23. E. A. Torrero, Ed.,  Spectrum 20 (November 
tasks. Whereas jobs, processes, and tasks are all 1983). 
candidates for parallel execution, I will use the 24. I thank H. Burkhardt 111, D. Schanin, R. Moore 
term, job to represent generic computational and S. Frank for their contributions to this 
activ~ty. article and D. P. Siewiorek and G.  Bell for their 

20. G. C. Fox, in IEEE Computer Socieol Proceed- assistance in preparing the article. 

Workstations in Science 

enhancement, database storage and re- 
trieval, and color image animation. On 
the same system, Peck designs and lays 
out printed circuit boards to control 
hardware used in his research, writes 
signal-processing algorithms, typesets 
research papers, and corresponds with 
dozens of colleagues over international 

William Joy and John Gage electronic mail networks. One window 
on the screen is logged in to the Cray 
supercomputer at Lawrence Livermore 
National Laboratory for large data anal- 

In the past several years, a class of intosh, and other smaller machines per- yses. When their scheduled observation 
computers has emerged that provides the form many of the functions of worksta- times at Kitt Peak National Observatory 
scientific and engineering user with inex- tions, although they lack virtual memory occur, Arens and Peck disconnect the 
pensive personal computing power com- and other characteristics of mainframe workstation from the university's net- 
parable to that of commercially available machines that workstations provide. work, move it to the floor of the tele- 
superminicomputers such as the VAX- 
111780. These machines have a sophisti- 
cateld graphical user interface, combined Summary. Recent advances in microprocessor technology are making a new 
with the capacity to utilize specialized generation of personal computers feasible and affordable. These computers, called 
computing services provided over a "workstations," can be connected with other workstations, with mainframe comput- 
high-speed network. ers, with supercomputers, and with remote networks. Workstations provide the 

Workstations are microprocessor- graphical interface to supercomputers and can run applications that formerly required 
based desktop computers with the hard- the use of mainframe computers. Emerging standards for communications, graphics, 
ware architecture of superminicom- databases, numerical algorithms, and languages allow workstations to share pro- 
puters, combining virtual memory with grams with various types of computers, including mainframe and personal computers. 
sophisticated operating systems, corn- - 

munications protocols, advanced lan- 
guages, and high-resolution graphics dis- Both the workstations and the smaller scope, and use it to control the tele- 
plays. They are able to run applications machines will increase in capability in scope, the image acquisition system, and 
from larger machines directly and inter- the next few years. According to figures the image display system. Before work- 
actively. obtained from the larger vendors, includ- stations, these applications would have 

Furthermore, workstations are de- ing Apollo Computers, Sun Microsys- been performed on several separate su- 
signed to be connected with other work- tems, Symbolics, Masscomp, Xerox, perminicomputers, none of them easily 
stations, with specialized processors, and Tektronix, more than 30,000 work- transportable. 
with mainframes, and with supercom- stations have been purchased in the last 
puters, as well as with large mass storage 4 years, most of them for scientific and 
devices, specialized input and output de- engineering uses. Development of Workstations 
vices, graphic input and output devices, 
ancl remote networks. Workstation users In the 1970's, integrated circuit tech- 
belong to a community, linked by elec- Workstations in a 
tronic mail, conferencing and communi- Scientific Environment 
cation tools. 

nology began to advance rapidly. The 
results of these advances-inexpensive 
microchip computer processors and in- 

Workstations range in cost from $9,000 As part of their day-to-day research, expensive semiconductor memory- 
to $50,000 dollars but are expected to Eric Arens and Michael Peck at the made personal computers and personal 
decrease in cost to half that in the next 2 Space Sciences Laboratory of the Uni- workstations possible. These technolo- 
years. The IBM PCIAT, the Apple Mac- versity of California, Berkeley, use an gies were used at a number of different 

inexpensive desktop workstation to per- sites to create prototypes of the worksta- 
William JOY is Vice President for Research and form 48-megabit-per-second data acqui- tions, personal computers, and computer 

and Gage is Science Officer sition, instrument control, signal pro- networks that are available today. 
Sun Microsystems, Inc., Mountain View, California 
94043. cessing, statistical analysis, digital image The first workstation, the Alto, was 
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built at the Xerox Palo Alto Research 
Center (PARC) in 1973 (1 ) .  The Alto 
supported high-performance graphics on 
a full page bit-map display. It had a 
mouse, a removable disk, and an Ether- 
net local-area communications interface. 
By means of the Ethernet, the Altos 
shared resources, which included the 
first laser printers and remote file serv- 
ers. Although the Alto's 16-bit address 
space was not adequate for running the 
large applications common on the main- 
frame machines of the time, it had ade- 
quate performance to develop the bit- 
mapped and windowed user interfaces 
now available on most workstations and 
personal computers. 

For many years the work done at 
Xerox was cloaked in secrecy. Some of 
the world's best computer scientists 
worked on projects such as Smalltalk, 
Mesa, Cedar, Courier, Grapevine, Cy- 
press, Interlisp-D, Pilot, Ethernet, Xe- 
rox Network Services, and others (2-6) 
but, except for a small community of 
computer scientists, the scientific world 
in general was largely uninformed about 
the programming languages, graphic user 
interfaces, and systems developed at Xe- 
rox PARC. 

The Alto was never a commercial 
product, but a follow-on product was 
introduced by Xerox in 1981, the Star 
8010, a multiwindowed workstation with 
multiple fonts and an editor that typeset 
to the screen. 

University Contributions 

In the late 1970's, a group at Carnegie- 
Mellon University proposed the devel- 
opment of a scientific computing system 
based on workstation technology. The 
Spice proposal (7) set goals largely im- 
plemented by today's available ma- 
chines. Much of their development work 
emerged on the PERQ workstation, 
manufactured by Three Rivers Comput- 
ers. At the same time, a group of re- 
searchers at Massachusetts Institute of 
Technology were developing the Nu ma- 
chine, which had the same general fea- 
tures as the Alto. The design for this 
machine was licensed to several compa- 
nies, including Zenith, Western Digital, 
and most recently Texas Instruments. In 
1979, at Stanford University, the com- 
puter science department installed a 
number of the Xerox Alto personal com- 
puters, a Xerox laser printer, and an 
Ethernet linking them to a file server, to 
existing VAX computers, and to other 
large computers. To augment this net- 
work, in 1981 a group of researchers 

built a workstation that made use of 
commercially available microprocessor 
technology (8). This workstation was 
subsequently licensed to Sun Microsys- 
terns. 

While the Carnegie, MIT, and Stan- 
ford groups were creating computing en- 
vironments based on specialized hard- 
ware, a group at the University of Cali- 
fornia, Berkeley, was enhancing an ex- 
isting and "portable" software operating 
system, UNIX, to meet research com- 
puting needs; UNIX is portable in that it 
can be used with various commercially 
available machines. UNIX System I11 
(today, System V) had no provision for 
networking or virtual memory, funda- 
mental requirements for demanding sci- 
entific problems. The Berkeley group, 
with the support of the Defense Ad- 
vanced Research Project Agency 
(DARPA), added capability for virtual 
memory, communications, and network- 
ing, but provided no graphic user inter- 
face. Using these enhancements, the 
Berkeley group built a distributed net- 
work of small superminicomputers 
(VAX 111750's) designed for single us- 
ers. The resultant UNIX system, called 
4.2BSD, became a standard for scientific 
computing on several thousand ma- 
chines (9). 

Under DARPA sponsorship, long-dis- 
tance networks that linked computing 
resources at major university research 
centers and the national laboratories 
were developed. The construction of 
large networks at the national labora- 
tories led to new system designs to pro- 
vide all users with uniform access to all 
system resources. 

Commercialization 

In 1980, a group within Prime Comput- 
er attempted to persuade management 
that workstation technology was worth 
investing in. When their project failed to 
be funded, they began their own compa- 
ny. This company developed the Apollo 
Domain workstation, the first commer- 
cial workstation to oEer diskless virtual 
memory (10). Within a few years, a num- 
ber of other vendors, including Digital 
Equipment Corporation, Silicon Graph- 
ics, Tektronix, Apollo, and Sun Micro- 
systems, offered workstations based on 
the 4.2BSD UNIX system. 

to advance rapidly. The fastest available 
microprocessors are increasing in speed 
by an average of 50 percent per year. 
Main memory components, which store 
programs and data while the processor is 
executing programs, have been increas- 
ing in density by an average of 60 percent 
per year (11). Today, an inexpensive 
personal computer like the IBM PC or 
Apple Macintosh, which can be pur- 
chased for a few thousand dollars, has 
the memory capacity and processor 
power of the fastest minicomputers 
available in 1975, which then cost over 
$50,000. The VAX 111780 minicomputer, 
which has been a staple in the scientific 
computing environment for many years, 
is only about 50 percent faster than to- 
day's single-chip microprocessors. Not 
all technologies are advancing at the 
same rate, however. The technology 
used to build large-scale machines, with 
bit-slice components and high-speed 
emitter-coupled logic, are getting faster 
each year, but only by roughly 20 per- 
cent. Thus, these more expensive tech- 
nologies will be outpaced by micro- 
processors for many applications. 

Microprocessors have caught up with 
the bit-slice technology machines in per- 
formance, at a much lower cost, and at 
about the same speed as a lightly loaded 
superminicomputer. But the next gener- 
ation of microprocessors should far out- 
strip the current ones. With the introduc- 
tion of the Motorola 68020 processor, as 
well as chips from Intel and National, 
workstations are expected to run three 
times as fast as last generation's super- 
minicomputers. Within a few years, this 
will probably increase by another factor 
of 3 with the use of the reduced instruc- 
tion-set computer (RISC) (12). 

Current Workstations 

Workstations today provide three ma- 
jor functions. They run a wide range of 
applications software; they provide a 
graphical and multicontext user interface 
for this software; and they communicate 
at high bandwidth with the other ma- 
chines that are components of the sys- 
tem. The synergy of these three capabili- 
ties characterizes workstations and 
makes them important in the emerging 
computing environment. 

Applications Software 
Technological Advances 

Semiconductor technology, which 
made workstations possible, continues 

Workstations run the operating sys- 
tems and software of the superminicom- 
puter world, which, in turn, includes 
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software from the mainframe world. This 
software is usually written in a high-level 
programming language. Such operating 
systems allow a multitasking; that is, the 
user can run several programs concur- 
rently. UNIX, the first operating system 
to run on computers ranging in capability 
from the IBM PC to the Cray, is well 
suited to the workstation environment. It 
has been running for nearly a decade on 
minicomputers and superminicom- 
puters, and allows the machine to be 
shared efficiently among different con- 
current activities. 

Workstations provide number-crunch- 
ing capability necessary for much scien- 
tific computation. As the IEEE floating 
point arithmetic standard is implemented 
on chips, workstations will incorporate 
them, thus gaining in accuracy and cor- 
rectness. (IEEE is the acronym for the 
Institute of Electrical and Electronics 
Engineers.) Workstations are rapidly in- 
creasing in their ability to run large sci- 
entific codes and can be effectively im- 
proved with small-array processors. 
Hundreds of demanding scientific and 
engineering applications recently avail- 
able only on superminicomputers or 
mainframes now run on workstations. 
Seismic analysis, chromosomal se- 
quence analysis, spectroscopy, nuclear 
magnetic resonance analysis, crystallo- 
graphic analysis, three-dimensional mo- 
lecular analysis, finite element analysis, 
image processing, exploration of proper- 
tiegj of cellular automata, computer alge- 
bra, expert system development-all are 
being performed on desktop worksta- 
tions. Workstations, however, are not 
enough to run the most demanding scien- 
tific applications. The computation-in- 
tensive portions of a program are run 
over the network on specialized large 
processors and database machines. The 
display and analysis portions of the pro- 
gram run on the workstation. 

IJser Interface 

The ability of workstations to run mul- 
titasking operating systems has encour- 
aged engineers to develop user interfaces 
lhat exploit multiple processing. A work- 
!station display allows the user to interact 
,with several tasks simultaneously. For 
example, someone may read a piece of 
mail from a colleague in one window 
while examining a dynamic graphical dis- 
play of related data in another window. 

As a more interesting example, in a 
current application at the DARPA Cen- 
ter for Seismic Studies, one window dis- 
plays a portion of a wave form so that 
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parameters may be measured, while an- 
other window lists the parameters that 
remain to be extracted. Several other 
windows allow the analyst to see a 
graphic portrayal of the position in time 
of the data with relation to eight other 
streams of data, to control the transmit- 
tal of the extracted parameters to other 
investigators over the World Meteoro- 
logical Network, to examine a large data- 
base for events with similar parameters, 
to monitor other wave forms arriving 
over the satellite links from the seismom- 
eters, and perform other tasks. Each 
window presents an active portrayal of a 
different aspect of the task, allowing the 
analyst to choose which is most mean- 
ingful or useful at the time. 

To make best use of the normal mil- 
lion-pixel screens, workstations are be- 
ginning to develop the speed for kine- 
matics. By storing multiple images in the 
display memory of a workstation, the 
output of a simulation run that produced 
these images can be viewed on the work- 
station screen. Making movies in this 
way can show dynamic effect without 
the expense and delay of developing 
film. For high-resolution images, the 
data involved is enormous. A high-reso- 
lution frame occupies 1 million bytes of 
memory if it stores 8 bits per pixel. At 
ten frames per second, a 10-second se- 
quence would involve 100 million bytes 
of information. Since mass-produced 
disk drives transfer a maximum of 1 
million bytes per second, the ability to 
do this kind of animation on every desk- 
top is beyond the capabilities of current 
mass-produced hardware. However, the 
memory and bandwidth required is qua- 
dratic in the resolution, so displaying 
four frames a second at a resolution of 
512 lines and columns can be done to- 
day. 

Workstation Communications 

Workstations have high-bandwidth 
connections to other machines via local- 
area networks. The most commonly 
used network is Ethernet, which runs at 
10 million bits per second, and can send 
data over several kilometers. Because 
low-cost Ethernet interfaces are avail- . 
able for personal computers, worksta- 
tions, minicomputers, and mainframes, 
it is a useful base-level network for con- 
necting the components of a computer 
environment. Local area networks make 
it possible to share resources as well as 
information. Workstations linked by 
high-bandwidth networks have access to 
shared disk storage on file servers, ma- 

chines used exclusively for the storage of 
files. Thus, workstations may use large 
files without local disk storage, and this 
reduces system cost. The connection to 
local area networks and then to long-haul 
networks also allows mail to be sent 
electronically to colleagues and thus 
makes long-distance collaboration and 
rapid exchange of information possible. 

In addition, high-bandwidth links to 
supercomputer centers allow data and 
programs developed on local worksta- 
tions or other local resources to be 
shared with programs and data on the 
supercomputers. The results of compu- 
tations made on the central machines can 
be brought back to the workstations for 
local analysis and interactive display. 
The interconnection of these machines 
can lead to a worldwide network similar 
to the one that now links thousands of 
UNIX installations in Europe, North 
America, the Far East, and Australia. 
Effective use of satellite-redistribution 
methods for such material can keep the 
cost of connecting to a network down, 
and the entry cost low. 

Mainframes and Microcomputers 

Until recently, scientific computing 
took place almost exclusively on large 
mainframe computers in centralized fa- 
cilities; the resources of a computer cen- 
ter were available only to those associat- 
ed with the institution that paid for the 
high costs of maintenance and adminis- 
tration (13). With the advent of inexpen- 
sive microcomputers, some work previ- 
ously accomplished on the mainframes 
moved to the desktop, the laboratory, or 
the home. For many researchers, the 
availability of word processing, spread 
sheets, elementary graphics, and termi- 
nal emulation on a local, stand-alone 
personal computer costing less than 
$3000 represented freedom from the 
sometimes restrictive environment of the 
computer center. 

For the user deciding how to allocate 
his work load, a major advantage of local 
computing power is predictable response 
time. Typically, mainframe users devel- 
oped work patterns designed to avoid the 
midmorning to midafternoon "brown- 
out," when machine resources were so 
slowed by being shared among many 
users that any attempt at interactive de- 
velopment or analysis resembled batch- 
mode computing. Batch-mode work 
made sense for large-scale simulations, 
but not, for example, for word process- 
ing. The availability of inexpensive sin- 
gle-purpose processors greatly improved 
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interactive response and therefore pro- 
ductivity. Small machines proliferated. 
Many scientists attempted to move seri- 
ous computation to their convenient per- 
sonal computers; some succeeded, most 
did not. 

The personal computer lacked large, 
powerful programs, communications ca- 
pability, well-tested numerical algo- 
rithms, standard languages or graphics 
capability, a known community of users, 
public protocols, sophisticated operating 
systems, and support services-the ele- 
ments taken for granted in the more 
sophisticated world of the mainframe 
computer center. In short, two worlds 
developed, each unable to utilize the 
strengths of the other. The scientific user 
needs both. 

Supercomputers and Workstations 

The increased availability of super- 
computer power can extend the scien- 
tist's ability to simulate, model, and pro- 
duce images of complex phenomena in 
new domains. However, the architectur- 
al specialization of supercomputers 
makes them difficult to use for the design 
of application programs. Machine cycles 
are used most efficiently in providing 
high computational rates, not in provid- 

ing quick interactive response. For the 
most effective use of these resources, 
most of the user interface can be accom- 
plished with workstations. 

With the rapid increases in perform- 
ance that are to come in the next few 
years, the range of applications that can 
be run on the desktop will increase. 
Workstations are powerful enough today 
to run most applications. They are an 
important component of the next-genera- 
tion computing environment, which will 
consist of a network of personal work- 
stations linked with servers for file stor- 
age, printing, and other services, and, in 
addition, large supercomputer process- 
ing nodes (14, IS). 

In a vision of the new scientific envi- 
ronment, each scientist has a powerful 
personal machine, can run interactive 
graphic tasks locally, can easily move 
applications through a hierarchy of more 
powerful computers, can exchange infor- 
mation with other researchers, can re- 
place his machine with better ones as 
they become available, and can run other 
scientists' software. This environment is 
made possible by the research work on 
local-area and long-haul networks, on 
portable software, and by the emergence 
of important communications standards 
such as TCPIIP and Ethernet and porta- 
ble operating systems such as UNIX. 
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