
students to learning on their own. Both 
groups got the same lectures and read 
the same material. All students complet- 
ed the lessons. However, students work- 
ing with the computer tutor spent 30 
percent less time doing the problems 
associated with the lessons and scored 
43 percent better on the final exam than 
the students working on their own. 

computational power and scientific ad- 
vances in the understanding of cognition. 
We have focused on the consequences of 
intelligent tutoring methods for pedago- 
gy. However, we should stress that data 
collected in these pedagogical experi- 
ments advance the science of human 
cognition. 
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ically sell for $10,000 to $100,000 and 
superminicomputers sell for $100,000 to 
$500,000. 

3) A new computer class can be pro- 
duced by combining parts in a new way. 
The supercomputer and various micro- 
processor-based computers including 

Multis: A New Class of 
Multiprocessor Computers workstations and multis emerged in this 

fashion. In 1964, the supercomputer 
class was introduced with the CDC-6600, 

C. Gordon Bell although large computers, including 
IBM's Stretch, had been built earlier. 
Seymour Cray's CDC-6600 contained 
about a half-million densely packed, Fre- 
on-cooled transistors connected with 
discrete circuits. Since the CDC-6600, 

Computers so closely reflect electron- 
ic technology that the four generations of 
computers are named, accordingly, the 
vacuum tube, transistor, integrated cir- 
cuit, and microprocessor generations (I). 
Typically, one technology is used until 
the limit of work it can handle is reached 
or  another technology supersedes it. For  
example, integrated circuits contain as 
many as 2000 transistors on a single 
silicon chip; and microprocessors con- 
tain large-scale and very large scale inte- 
grated (LSI and VLSI) circuits with as  
many as 2 million transistors per silicon 
chip. Each technology has its own char- 
acteristic cost,  speed, power dissipation, 
packing density, and reliability; and the 
different ways in which the technologies 
have been applied have resulted in a 
variety of computer classes based on 
price (Fig. 1). 

When a new technology becomes 
available, there are usually three ways to 
make use of it, two of which generate 
new computer classes: 

1) The technology can be used to in- 
crease the performance of an existing 
class of computers while maintaining the 

cost and selling price, thereby increasing 
the effectiveness for current users. For  
example, mainframe computers were es- 
tablished in 1950 with the Univac I ,  
which cost between $300,000 and $5 mil- 
lion. The best known family of main- 
frames was introduced by IBM in 1964 
with the System 360, which was based 
on transistor technology. In the early 
1970's IBM introduced the 370 series. 

Cray has designed nearly all of the super- 
computers, which have made use of vari- 
ous forms of parallel computation to 
execute a single instruction. In Cray's 
latest designs, speed is obtained by pm- 
cessing vectors at over 500 million float- 
ing-point operations per second. Cray's 
supercomputers sell for $4 million to $20 
million. 

In 1971, a single chip processor, the 
which used integrated circuits; and most 
recently the 43xx-380x series, which 
makes use of high-performance integrat- Intel 4004 micro~rocessor .  was intro- 

duced and used in a wide range of appli- 
cations, from calculators to controllers 

ed circuits, was introduced. 
2) A new, lower cost class of comput- 

ers with the same performance as a pre- for microwave ovens. In 1975, Altair 
vious computer can be produced, which 
will result in new applications for com- 
puters. Minicomputers and personal 

introduced the first home computer, 
based on Intel's 8080 microprocessor. 
Today, microprocessors have the fea- 

computers are the best known products 
of this design path. The first minicom- 
puter, the PDP-8, which was the result 

tures necessary for building high-speed 
computers with virtual memory that 
compare favorably with minicomputers. 

of second-generation technology, was 
introduced in 1965 by Digital Equip- 
ment Corporation. By 1972, 91 compa- 
nies had formed to build minicomputers 
with the third-generation technology, in- 

This high-performance component of 
negligible cost has permitted the intro- 
duction of many new classes of comput- 

C. Gordon Bell is Vice Chairman of Technology. 
Encore Computer Corporation. Wellesley Hills, 
Massachusetts 02181. tegrated circuits (2). Minicomputers typ- 
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ers ( 2 ) ,  including l a p  and home comput- 
ers (93200 to $1500), personal computers 
($1000 to $10,000), multiple-user 
(shared) microcomputers ($6000 to 
$20,000), workstations ($10,000 to 
$60,000), and microprocessor-based 
multiprocessors, or multis ($20,000 to 
$500,000). It is with this newest class o f  
computers, the multis, that we will be 
concerned. 

Multiprocessors, Multicomputers, 

and IMultis 

Multiprocessors are computers that 
contain two or more processors capable 
o f  independently executing instructions 
and gaining access to programs and data 
held in a common memory. A processor 
is the part o f  the computer that carries 
out computational work by retrieving 
instructions from memory and perform- 
ing operations on data that were also 
retrieved from memory. Thus informa- 
tion in a multiprocessor can be freely 
used by and exchanged among all pro- 
cessors. 

In contrast, multicomputers consist o f  
interconnected, independent computers, 
each o f  which has a processor, that com- 
municate by passing messages through 
fixed links or a switch such as a local- 
area network. Intel recently introduced a 
series o f  multicomputers, called the Intel 
iPSC Family of  Concurrent Supercom- 
puters, which have 32, 64, or 128 com- 
puters connected in a hypercube config- 
uration. Within a model, each computer 
is connected to five, six, or seven other 
com~puters through message-passing 
links that can transfer data at a rate of  10 
megabits per second. 

S~nce a multiprocessor can be parti- 
tioned into independent computers and 
use common memory for intercommuni- 
cation, it is a more general machine than 
a multicomputer and, indeed, can simu- 
late one. Although all mainframe manu- 
facturers sold multiprocessors with two 
to four processors before the fourth gen- 
erafion of computers was developed, the 
multiprocessor structure has not been 
used in the low-cost classes o f  comput- 
ers. 

Multiprocessors are generally sym- 
mefric; that is, any processor in them 
can operate on any job within the memo- 
ry. The Burroughs B5000, introduced in 
1961, was a dual symmetric multiproces- 
sor (3). Some multiprocessors, however, 
are asymmetric; that is, one master pro- 
cessor performs the operating system 
functions and some applications work 
while all the other processors only do 
applications work. The disadvantage of 
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asymmetric processing is that all the 
operating-system functions are per- 
formed by a single processor, which can 
create a bottleneck in that processor. 
IBM developed both symmetric and 
asymmetric dual processors, including 
the System 370 and System 308X series 
computers (4) .  The IBM Attached Pro- 
cessor Scheme, however, is asymmetric 
and, in addition, requires the master 
processor to perform the input-output 
function. 

In the past, uniprocessors had a cost 
advantage over multiprocessors because 
the cost o f  switching and cabling is pro- 
portional to the number o f  processors 
and memories in the system (5) .  As a 
result of  program sharing, a multiproces- 

permits a trade-off between expensive 
high-speed memory, and large, cheap 
low-speed memory. Since the content of  
each cache is associated with a proces- 
sor, extra logic must be added to the 
system to delete "cached" copies o f  
data or instructions that have been modi- 
fied by another processor. I f  a processor 
uses stale data, incorrect calculations 
can occur. 

The Structure of a Multi 

Multis are based on advances in mi- 
croprocessor technology and the cache 
memory (Fig. 2). They use a single set o f  
wires called a bus for all communication 

Summary. Multis are a new class of computers based on multiple microprocessors. 
The small size, low cost, and high performance of microprocessors allow the design 
and construction of computer structures that offer significant advantages in manufac- 
ture, price-performance ratio, and reliability over traditional computer families. Cur- 
rently, commercial multis consist of 4 to 28 modules, which include microprocessors, 
common memories, and input-output devices, all of which communicate through a 
single set of wires called a bus. Adding microprocessors together increases the 
performance of multis in direct proportion to their price and allows multis to offer a 
performance range that spans that of small minicomputers to mainframe computers. 
Multis are commercially available for applications ranging from real-time industrial 
control to transaction processing. Traditional batch, time-sharing, and transaction 
systems process a number of independent jobs that can be distributed among the 
microprocessors of a multi with a resulting increased throughput (number of jobs 
completed per unit of time). Many scientific applications (such as the solving of partial 
differential equations) and engineering applications (such as the checking of integrat- 
ed circuit designs) are speeded up by this parallel computation; thus, multis produce 
results at supercomputer speed but at a fraction of the cost. Multis are likely to be the 
basis for the next, the fifth, generation of computers-a generation based on parallel 
processing. 

sor with N processors requires less 
memory than N independent computers, 
but the multiprocessor's memory must 
be faster and larger than a uniproces- 
sor's. Unfortunately, a larger memory 
that is k times faster costs more than k 
times as much ver bit. 

Several multiprocessors have been 
built that contain a single, central switch. 
The advantage of a central switch is low 
cost, because the cost o f  cable is directly 
dependent on the number o f  processors 
and memories. Two single-switch com- 
puter systems with 16 processors have 
been built: one for high-performance mil- 
itary use (6 )  and the other for experimen- 
tation in parallel processing (5) .  

The introduction of cache memory (7) 
in the late 1960's led 20 years later to the 
design of microprocessor-based multi- 
processors, or multis. Cache memory is 
a small, high-speed memory that stores 
frequently used instructions and data. 
Placed between the processor and the 
large, main memory, the cache memory 

between processors, memories, and in- 
put-output devices. This bus and com- 
puter structure was pioneered in Digital 
Equipment Corporation's single-proces- 
sor PDP-11 Unibus, which was intro- 
duced in 1970 (8) .  In a multi, the cache 
memory associated with a processor 
services approximately 95 percent o f  the 
processor's requests for memory. Since 
only 5 percent of  a processor's requests 
reach the common bus, the requirements 
for the bus bandwidth are reduced by a 
factor of  20. This allows up to 20 times as 
many processors as are available in com- 
puters without cache memories. In addi- 
tion, because all processor requests for 
primary memory appear on the common 
bus, each cache can independently moni- 
tor the bus and delete any data it con- 
tains that has been modified in primary 
memory by another processor (9 ,  10). 

Standard microprocessor buses such 
as Intel's Multibus 11, Motorola's V M E ,  
Texas Instrument's Nu Bus, and the 
proposed IEEE 896 Futurebus provide 
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mits the construction of physically small 
multis, a key factor in their high perform- 
ance. Consideration of signal propaga- 
tion and packaging leads to a roughly 
cube-shaped system with 10 to 20 mod- 
ules. The processors (both central and 
input-out) and memory occupy about 
half the volume, and the height is propor- 
tional to the bus width and, roughly, the 
bus-bandwidth capacity. The length 
(number of modules) and depth (the area 
of each module) of multis increase in 
proportion to the bus capacity. Amdahl's 
Rule (15) describes how memory size 
and input-output rate need to grow in 
proportion to processing rate. 

Because a multi is built from a number 
of modules, it has an inherent redundan- 
cy. Typically, a multi consists of four 
module types: processor, memory, and 
two types of in-out controllers for disks 
and terminals. From these components, 
multis of 10 to 20 modules are built. 

The inherent redundancy provides 
multis with greater reliability (probabili- 
ty that the system is operational), avail- 
ability (fraction of time the system is 
available for use), and maintainability 
(the time to repair) than traditional com- 
puters of the same size. Indeed, the 
increase in these characteristics is great- 
er than an order of magnitude. 

All parameters can be adjusted at any 
time during the computer's lifetime by 
selecting the appropriate number of each 
type of module. With the appropriate 
software, various modules can be 
marked as faulty and taken out of ser- 
vice, which allows the system to func- 
tion even in the presence of failed mod- 
ules. Maintainability is increased even 
more by the practice of having spare 
modules within the individual comput- 
ers. The owner should be able to main- 
tain a multi by simply replacing faulty 
modules. 

Fig. 1 .  The price of 
classes of computers 
plotted against time 
illustrates the cluster- 
ing of classes such as 
mainframes, super- 
computers, minicom- 
puters and supermini- 
computers, personal 

Norkstations and home computers, 
shared micros, work- 

Shared 
micro stations, and multis. 
systems The emergence of 

new classes of com- 
puters coincides with 
the advent of new 
technologies, as 
marked by the gener- 
ations of technolo- 
gies. Shaded areas 
identify microproces- 
sor-based systems. 

super- 
m l n i r m m " . ,  

Very large 
multis 

B M  PC's 

'C's 

ainframes 

inlcomputer' 

~perminicoml 

d 3 r 

Computer 

for multiple processors and operate at a circuits of transistor-transistor logic 
(TTL) and emitter-coupled logic (ECL), 
respectively. The speed of bipolar cir- 
cuits has only increased by 15 percent 
per year over the last 10 years (2), and it 
has been estimated that the speed of the 
largest single processor will improve by 
only 23 percent per year to reach 80 
million instructions per second by 1990 
(14). Microprocessors, however, are 
based on metal-oxide semiconductor 
(MOS) technology, which has increased 
in internal speed by 40 percent per year 
for the last 10 years. The speed of TTL 
and MOS logic are now about the same. 
High-performance minicomputers use 
additional hardware .for increased paral- 
lelism and faster floating-point arithme- 
tic to outperform microcomputers, but 
the gap in their performance should close 
in the next few years. 

The microprocessor's small size per- 

rate of about 10 million transactions per 
second. A typical bus with time-shared 
address and data lines will deliver data at 
20 megabytes per second or allow access 
to 5 million four-byte memory values per 
second. If separate address and 64-bit 
data lines are provided and simultaneous 
requests for memory are permitted, a 
large multi can be constructed to deliver 
data at 100 megabytes per second or 
allow access to 12.5 million 64-bit memo- 
ry values per second. 

System performance is linearly pro- 
portional to the number of processors 
until the bus is saturated with requests 
for access to the memory (11). Because 
of this linear proportionality, multis pro- 
vide the means for producing a range of 
compatible computers without a specific 
processor design and specific technology 
for each model (12). With multis, a client 
can select the computer that meets his 
needs by selecting the appropriate num- 
ber of processors or memories instead of 
having to select from different family 
members. 

Current microprocessor-chip sets (13) 
such as the National 32032 and Motorola 
68024 have the key characteristics of 
past mainframes and minicomputers in- 

Manufacturing, Cost, and Longevity 

Hardware for multis is inherently sim- 
ple because of the few module types and 
the one explicitly defined interface stan- 
dard, the bus. A multi consisting of 20 
modules of four types can be designed 
with less than one-fifth the effort of a 20- 
module minicomputer, because in mini- 
computers each processor module is dif- 
ferent and all modules communicate with 
one another in different ways. Conven- 
tional minicomputers require 2 or 3 years 
of design (16, 17). 

Since the cost of product tooling is 
also proportional to design cost, the 
manufacturing cost is reduced by build- 
ing only four module types, each of 

BUS 

&ding: 32-bit addressing, virtual memo- 
ry control, complete instruction sets, in- 
cluding floating-point data, and perform- 
ance levels per single-chip set that equal 
those of a minicomputer. The gap be- 
tween mainframe-processor and micro- 
processor performance will continue to 
close owing to the difference in the rate 
of improvement of the underlying tech- 
nologies. Minicomputers and main- 

u 
TO disks, tapes. communlcatlons egulpmenl. 

local area nelworks. other buses 

Fig. 2. Multis, multimicroprocessor comput- 
ers, are organized around a single, uniform 
bus that connects central and input-output 
processors and common memory. Each pro- 
cessor requires a cache memory. frames are based on bipolar integrated 
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which can be tested independently. The 
cost of manufacturing also decreases as 
more rnodules are manufactured, follow- 
ing a traditional manufacturing learning 
curve. 

The product life of a multi is deter- 
mined by the bus speed. Higher speed 
means greater longevity because it en- 
ables the bus to accept more and faster 
processors before the bus becomes satu- 
rated. The use of cache memory further 
increases longevity by allowing memory 
speed and size to be increased indepen- 
dently. 

The ]Proof of the Pudding 

Several multis have already been de- 
veloped and introduced. Masscomp has 
introduced an asymmetrical dual proces- 
sor for laboratory use. Unidot is offering 
a dual processor that uses National mi- 
croprocessors connected by Intel's Mul- 
tibus. Arete provides a quadruple pro- 
cessor that uses a proprietary, 16-mega- 
byte-per-second bus to connect Motor- 
ola 68000 microprocessors. Sequent has 
introduced the Balance 8000, which can 
contain as many as 12 National 32032 
microprocessors connected by a bus that 
can transmit 27 megabytes per second. 
Though not a multi per se, Elexsi's six- 
processor is a multiprocessor imple- 
mented with ECL technology and a bus 
that can transfer data at 320 megabytes 
per second. 

Introduced in 1983, the Synapse 
" N  + 1" computer is a relatively large 
multi that uses the Motorola 68000 mi- 
croprocessor with special memory-man- 
agement hardware. The Synapse struc- 
ture has one more component (bus, pow- 
er supply, processor, memory, in-out 
controller, and in-out device) than is 
required for operation. Designed for 
fault-tolerant transaction processing, the 
Synapse system is composed of as many 
as 28 arithmetic or in-out processors that 
communicate with as many as four mem- 
ory modules for a total of 32 megabytes 
of' memory. All modules are connected 
with full-duplexed buses that transfer 
data at 32 megabytes per second. The 
cache memories and main memory have 
control circuitry to determine the loca- 
tion of the "real" data when multiple 
processors write to the same memory 
location. This scheme minimizes the bus 
traffic caused by writing (18) compared 
with simple write-through schemes that 
always write in memory (9, 10). The 
processing rate is 11 to 14 million in- 
structions per second, a rate comparable 
to state-of-the-art uniprocessor main- 
frames. 

Encore's Multimax is designed for 
high-performance processing and high 
input-output data rates; it is equipped 
with the Nanobus, which transmits 100 
megabytes per second. The Multimax 
permits up to 20 central processors (on 
ten modules) or 10 input-output comput- 
ers to address 32 megabytes of memory 
on eight 4-megabyte modules. A single 
module controls requests for the bus and 
provides centralized services including 
timers, system initialization, and diag- 
nostics. Each module, including memo- 
ry, has a computer that is used for stand- 
alone and on-line diagnostics and main- 
tenance. The bus and system architec- 
ture permits 1024 processors to address 4 
gigabytes of physical and virtual memo- 
ry. Terminal and workstation access is 
provided by one or more local-area net- 
works (Ethernet or the IEEE 802.3). The 
operating system is UNIX 4.2 rede- 
signed for operation on a multi. 

Figure 3 compares the performance 
and price of two multis with various 
minicomputers. The multis compare fa- 
vorably with the traditional approach of 
building a family of products from sepa- 
rate technologies. A single multi is inher- 
ently a family that covers a traditional 
product line family at every price and 

Fig. 3 .  Performance is 2 
plotted against price , 
for two multis (A and 
B) and several con- 
ventional computer ,; 
families. C,  D, and E ;; 
are families of mini- 2 

performance point. Furthermore, the 
multi can be expanded to cover a wide 
range of requirements. 

Work Throughput and Speedup 

Two characteristics specify the per- 
formance of a multiprocessor computer: 
throughput and speedup. Throughput is 
the number of jobs completed per unit 
time. Speedup is the number of times 
faster a single job can be completed by 
using multiprocessors. For uniproces- 
sors, any speedup provided by new tech- 
nology translates directly into higher 
throughput. Since a multi can be expand- 
ed by the incremental addition of proces- 
sors, both its throughput and speedup 
can be improved without changing the 
underlying technology. 

Traditional uniprocessors operate on a 
stream of independent jobs. Dividing 
these jobs (19) among the independent 
processors in a multi results in improve- 
ment in throughput. This form of parallel 
processing can be applied to a number of 
transactions; and, furthermore, it is 
transparent to users. 

All modern batch and time-sharing op- 
erating systems (such as UNIX) are mul- 

computers; F is a 
family of mainframe 
computers. The cost- 
effectiveness of a 
multi is achieved by 
its use of the same 
components to cover 
a range of functions as 
opposed to the indi- 
vidual design, semi- 
conductor technolo- 
gy, and packaging re- 
quired for each mem- 
ber of a traditional 
computer family. 

List  p r i ce  of cen t ra l  processing units 
( thousands of dol lars)  
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programmed so that the uniprocessor is 
shared between independent jobs. A job 
runs to completion or until its time allo- 
cation is exhausted, whereupon the pro- 
cessor goes on to the next job. In a multi, 
each processor can be assigned to a 
different job, thereby exploiting the inde- 
pendent nature o f  the work load. In a 
multiprogramming environment, a multi 
can perform even more useful work be- 
cause a given processor can be assigned 
to a job and need not be switched among 
all jobs, thereby decreasing overhead 
time (switching time). 

Most commercial, on-line applications 
take the form o f  requests for information 
or action. Each request represents a 
transaction on a database. Airline-reser- 
vation systems and electronic funds- 
transfer systems are common examples 
o f  such transaction processing. These 
systems are a particular form o f  a multi- 
programmed system in which work (the 
transactions) is divided into a set o f  jobs, 
each o f  which accomplishes a given 
function. The work is organized the way 
it would be in a job shop. Processors are 
assigned to independent jobs, and the 
work progresses from processor to pro- 
cessor. In many transaction-processing 
systems, a number o f  processors or com- 
puters carry out redundant computations 
or database transactions to insure the 
integrity o f  work. 

Speeding U p  a Single Job 

In principle, very large multis with 
several hundred microprocessors could 
surpass the performance o f  supercom- 
puters. The computational power o f  mul- 
tis can be harnessed to speedup the time 
to perform single applications in three 
different ways: pipeline processing, con- 
current processing o f  a data set, or gen- 
eral parallel processing. 

Pipeline processing is accomplished 
by connecting a series o f  jobs to carry 
out a larger job. Operating systems such 
as UNIX allow a single job to be struc- 
tured as a number o f  independent pro- 
cesses with interprocess communica- 
tion. Data produced by one process are 
piped to the input o f  another process. As 
long as each process in the pipe has data 
to manipulate, each process can be exe- 
cuted in parallel. A pipelined job typical- 
ly has three or four stages executing 
concurrently, for example: inputing a 
file, computing, and outputing one or 
two files. UNIX encourages parallel 
processing with this mechanism whereby 
various processes o f  a single job operate 
in a pipelined fashion. 

The second means o f  speeding up a 

single job is concurrent processing o f  a 
data set. The data set, such as a file, is 
broken into N independent parts and 
processed by N independent copies o f  
the program that simultaneously execute 
with little or no intercommunication be- 
tween the program copies. In applica- 
tions that employ data-set concurrency, 
the speedup is linearly proportioned to 
the number o f  processors used. This 
proportionality has been demonstrated 
using CmC, a 50-processor multiproces- 
sor, for a number o f  computationally 
intensive jobs, including the checking o f  
VLSI circuit designs, solving partial dif- 
ferential equations (20, 21), and the sim- 
ulation o f  various physical systems. 

General parallel processing for arbi- 
trary applications is the subject o f  re- 
search in alternative computer architec- 
tures, operating systems, languages, al- 
gorithms, and applications. The speedup 
potential o f  algorithms for parallel pro- 
cessing can be predicted by their decom- 
position function (how finely and at what 
overhead cost work can be partitioned 
among the processors) and their access 
function (the contention for shared data). 
Decomposition and access functions 
have been measured for more than a 
dozen applications (22), and the speedup 
for those functions was found to be ei- 
ther proportional to N (linear with the 
number o f  processors), the square root 
o f  N ,  or log N ,  or there was no speedup. 
The existence o f  multis should greatly 
accelerate the understanding o f  parallel 
processing and hasten its application in 
the workplace. I f  so, multis could sup- 
plant conventional high-performance 
uniprocessors. 

In addition to the work assigned to a 
computer, its operating system may also 
be viewed as a collection o f  jobs that are 
candidates for speedup. Transactions in 
files and databases and communications 
processing can be done in parallel. For 
example, the UNIX operating system 
has been adapted for parallel processing 
in multis. The degree to which this re- 
structuring is possible determines the 
number o f  processors that can effective- 
ly be used, since a computer often 
spends 25 to 50 percent o f  its time exe- 
cuting operating-system functions. This 
very large fraction illustrates why early 
multi~rocessors based on the asvmmet- 
ric principle were not effective. In those 
systems, the master processor did both 
operating-system functions and user-as- 
signed jobs, and all the other processors 
performed only user-assigned jobs until 
they required help from the master, cre- 
ating a bottleneck in the master while 
increasing throughput by only a factor o f  
2 through 4 .  

Summary 

Multis, a new class o f  computers, are 
based on microprocessor technology. 
Now multis contain as many as 30 pro- 
cessors and rival mainframes in perform- 
ance, but they are an order o f  magnitude 
cheaper to use for traditional computing 
than mainframes. By 1990, multis with 
hundreds o f  processors may be built; 
however, unless the multis' ability to 
process instructions in parallel is devel- 
oped, the current rate o f  increase in 
computer speed (15 percent per year) 
will not be surpassed. 

Parallel processing is the basis o f  the 
Japanese Fifth Generation Computer 
project and the Defense Advance-Re- 
search Projects Agency's Strategic Com- 
puting Program (23). The development o f  
multis is quite likely to advance the 
development o f  parallel processing. 
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Workstations in Science 

enhancement, database storage and re- 
trieval, and color image animation. On 
the same system, Peck designs and lays 
out printed circuit boards to control 
hardware used in his research, writes 
signal-processing algorithms, typesets 
research papers, and corresponds with 
dozens of colleagues over international 

William Joy and John Gage electronic mail networks. One window 
on the screen is logged in to the Cray 
supercomputer at Lawrence Livermore 
National Laboratory for large data anal- 

In the past several years, a class of intosh, and other smaller machines per- yses. When their scheduled observation 
computers has emerged that provides the form many of the functions of worksta- times at Kitt Peak National Observatory 
scientific and engineering user with inex- tions, although they lack virtual memory occur, Arens and Peck disconnect the 
pensive personal computing power com- and other characteristics of mainframe workstation from the university's net- 
parable to that of commercially available machines that workstations provide. work, move it to the floor of the tele- 
superminicomputers such as the VAX- 
111780. These machines have a sophisti- 
cateld graphical user interface, combined Summary. Recent advances in microprocessor technology are making a new 
with the capacity to utilize specialized generation of personal computers feasible and affordable. These computers, called 
computing services provided over a "workstations," can be connected with other workstations, with mainframe comput- 
high-speed network. ers, with supercomputers, and with remote networks. Workstations provide the 

Workstations are microprocessor- graphical interface to supercomputers and can run applications that formerly required 
based desktop computers with the hard- the use of mainframe computers. Emerging standards for communications, graphics, 
ware architecture of superminicom- databases, numerical algorithms, and languages allow workstations to share pro- 
puters, combining virtual memory with grams with various types of computers, including mainframe and personal computers. 
sophisticated operating systems, corn- - 

munications protocols, advanced lan- 
guages, and high-resolution graphics dis- Both the workstations and the smaller scope, and use it to control the tele- 
plays. They are able to run applications machines will increase in capability in scope, the image acquisition system, and 
from larger machines directly and inter- the next few years. According to figures the image display system. Before work- 
actively. obtained from the larger vendors, includ- stations, these applications would have 

Furthermore, workstations are de- ing Apollo Computers, Sun Microsys- been performed on several separate su- 
signed to be connected with other work- tems, Symbolics, Masscomp, Xerox, perminicomputers, none of them easily 
stations, with specialized processors, and Tektronix, more than 30,000 work- transportable. 
with mainframes, and with supercom- stations have been purchased in the last 
puters, as well as with large mass storage 4 years, most of them for scientific and 
devices, specialized input and output de- engineering uses. Development of Workstations 
vices, graphic input and output devices, 
ancl remote networks. Workstation users In the 1970's, integrated circuit tech- 
belong to a community, linked by elec- Workstations in a 
tronic mail, conferencing and communi- Scientific Environment 
cation tools. 

nology began to advance rapidly. The 
results of these advances-inexpensive 
microchip computer processors and in- 

Workstations range in cost from $9,000 As part of their day-to-day research, expensive semiconductor memory- 
to $50,000 dollars but are expected to Eric Arens and Michael Peck at the made personal computers and personal 
decrease in cost to half that in the next 2 Space Sciences Laboratory of the Uni- workstations possible. These technolo- 
years. The IBM PCIAT, the Apple Mac- versity of California, Berkeley, use an gies were used at a number of different 

inexpensive desktop workstation to per- sites to create prototypes of the worksta- 
William JOY is Vice President for Research and form 48-megabit-per-second data acqui- tions, personal computers, and computer 

and Gage is Science Officer sition, instrument control, signal pro- networks that are available today. 
Sun Microsystems, Inc., Mountain View, California 
94043. cessing, statistical analysis, digital image The first workstation, the Alto, was 
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