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Control of Neuronal 
Gene Expression 

J. Gregor Sutcliffe, Robert  J .  Milner 

Joel M. Gottesfeld, Wanda Reynolds 

Cellular phenotype is the direct conse- sets of genes (epigenesis). For genes that 
quence of the concentration of all the are exclusively expressed in one organ, 
proteins expressed by the cell. Although transcriptional initiation is the all-or- 
synthesis and accumulation of proteins none switch. Such genes are likely to 
are sensitive to control at many steps, it give us the clearest insights as to how the 
is generally accepted that the control of differentiation process operates. 

Summary. Some 30,000 genes are expressed exclus~vely In the rat braln, many of 
whlch contaln a genetlc element called an ldent~f~er sequence located in at least one 
of thelr Introns. The ldentlfler sequences are transcribed by RNA polymerase Ill 
exclus~vely In neurons to produce two RNA species, BC1 and BC2, of 160 and 100 to 
110 nucleotldes. Thls transcr~ptlonal event may define reglons of chromatin that 
contaln neuronal-speclflc genes and may poise these genes for transcrlptlon by 
polymerase II by rendering the gene promoters access~ble to soluble trans-act~ng 
molecules 

transcriptional initiation of messenger 
RNA (mRNA) is the most consequential 
of all these steps in determining pheno- 
type. In higher eukaryotes, the ability of 
cells to form organs or tissues with their 
own specific functions is the result of 
these cells producing unique sets of pro- 
teins during the course of the develop- 
mental program. Because all cell types 
are believed to contain the same DNA 
[with the known exception of immuno- 
globulin (Ig) genes in producer cells], 
events must occur during development 
that alter the transcriptional states of 

Transcriptional initiation in prokary- 
otes is well understood. Transcription 
begins at promoters, specific DNA se- 
quences located 5' to the start of RNA 
polymerization. These sequences re- 
spond to a particular combination of 
RNA polymerase and so-called sigma or 
specificity factors. In some cases, pro- 
moter selection is influenced by other 
proteins, such as catabolite activator 
protein (CAP). In simple prokaryotes 
such as Escherichia coli, there is only 
one known sigma factor. For bacteria 
(such as Bacillus subtilis) that exhibit 
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different life forms during processes such 
as sporulation, the available sigma fac- 
tors that drive particular genes vary ac- 
cording to life stage. Variable gene regu- 
lation in prokaryotic organisms can be 
simply divided into two classes: positive 
control, which involves sigma factors 
and other positive activators (such as 
CAP) available only in response to cer- 
tain external conditions, and negative 
control, which involves repressor mole- 
cules that inactivate genes by interacting 
with their promoters to prevent RNA 
polymerase from initiating gene expres- 
sion. At any particular time, all genes are 
equally available to interact with each 
positive or negative trans-regulatory 
molecule. 

Eukaryotic organisms are obviously 
more complicated. What formally sepa- 
rates higher eukaryotes from prokary- 
otes is that the cells of higher eukaryotes 
must first differentiate into organs, each 
composed of one or more specific cell 
types, and then those organs must be 
able to respond to ambient stimuli re- 
flecting the physiological state of the 
whole organism. Batteries of genes must 
be activated in response to certain stimu- 
li, and the required responses to the 
same stimulus may be different for the 
cells of different tissues. Actual develop- 
ment of higher animals involves several 
distinct stages for each differentiating 
cell type. The cumulative result of these 
processes is that, in developing and adult 
organisms, different genes are available 
for activation in different tissues at dif- 
ferent stages. This implies, a priori, two 
distinct levels of gene control, one relat- 
ed to the differentiation state (both tem- 
poral and type) of the particular cell and 
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the other related to the response of par- 
ticular genes to ambient signals. The 
phenotypic manifestations of the two 
levels of necessary gene regulation are 
known to developmental biologists and 
are classically referred to as effects of 
cell determination and cell position. We 
should expect that an individual gene 
might contain sequences enabling activa- 
tion of that gene in the proper organ 
according to a cell's history or lineage 
and also sequences that can respond to 
ambient signals. Therefore, whereas the 
important cis-acting sequences govern- 
ing the control of prokaryotic genes clus- 
ter in small regions very near the initia- 
tion site for gene transcription, one ex- 
pects that more extensive regions may 
be involved in cis-control of eukaryotic 
transcription. Many recent studies have 
shown that certain regulators may act at 
a considerable nucleotide distance from 
eukaryotic promoters. 

Models of eukaryotic gene control de- 
rive from the early work of Britten and 
Davidson, who built on the models of 
Jacob and Monod for prokaryotic gene 
control. It was realized at an early stage 
that batteries of genes that exhibit corn. 
mon regulation must contain common 
control sequences, but this now obvious 
realization was not experimentally ac- 
cessible until recently. Britten and Da- 
vidson (I) originally proposed that mod- 
erately repetitive DNA sequences acted 
as control elements regulated by tissue- 
specific RNA or protein molecules. Al- 
though a few of the specific aspects of 
these early models have not been borne 
out, the models serve to provide a gener- 
ally accepted formal view of eukaryotic 
gene control. Evidence for common cis- 
acting regulatory sequences and trans- 
acting regulatory molecules now exists 
for several systems. 

Promoters Respond to Ambient Signals 

Some cis-acting sequences are located 
5' to genes in regions close to RNA 
polymerase I1 initiation sites (polymer- 
ase I1 is the enzyme responsible for the 
production of mRNA in eukaryotes). 
The hear shock genes of Drosophila are 
activated in response to thermal stress. 
Upstream from each heat shock gene is a 
common promoter element, which if 
placed 5' to other genes causes these 
genes to become heat-inducible (2). De- 
oxyribonuclease protection (footprint- 
ing) studies have provided evidence for a 
specific factor that interacts with these 
control elements (3). Several yeast ami- 
no acid biosynthetic enzymes are coordi- 
nately expressed after amino acid starva- 

tion (4). Multiple copies of an 8-bp (base 
pair) sequence are located upstream 
from the genes coding for these en- 
zymes. This sequence is required for the 
starvation response, and a gene for a 
putative regulatory protein that acts in 
trans has been identified (5). Efficient 
transcription in vitro of the SV40 (Simian 
virus 40) early gene region requires the 
presence of the tandem 21-bp repeats 
located 70 to 100 bp upstream from the 
RNA start site. HeLa extracts contain 
two components, Spl and Sp2, in addi- 
tion to polymerase 11, that are required 
for transcription of the SV40 early genes. 
Sp2 is a general transcription factor, but 
Spl is specific for the SV40 early pro- 
moter. Footprinting studies with Spl 
show that it binds to the 21-bp repeats 
(6). The expression of mouse mammary 
tumor virus (MMTV) is regulated by 
ambient concentrations of glucocorti- 
coids. Glucocorticoid receptor protein 
binds to a region of DNA upstream from 
the RNA start site in the MMTV long 

,terminal repeat (LTR) as well as a few 
sites internal to the MMTV genome. 
Insertion of the receptor-binding se- 
quence upstream from a heterologous 
gene causes the promoter of that gene to 
come under hormonal control (7). Thus, 
DNA sequences within a few hundred 
nucleotides 5' to genes are involved in 
the regulation of polymerase I1 transcrip- 
tion. The factors affecting these sites in 
trans distinguish between promoters, 
and some promoters become active in 
response to particular external stimuli. 
Although these systems are more com- 
plex to analyze experimentally than bac- 
terial promoters, at the formal level the 
events that occur at eukaryotic promot- 
ers seem analogous to those involved in 
the positive control of prokaryotic pro- 
moters. Many of these systems seem to 
be consistent with those which monitor 
ambient signals, that is, signals of cell 
position. 

Enhancer Elements as Distant 

Positive Regulators 

Another class of cis-acting positive 
regulatory elements are the enhancers. 
The 72-bp tandem repeats of SV40 stim- 
ulate transcription of the T antigen gene 
and also a variety of cellular genes when 
inserted anywhere within several thou- 
sand base pairs upstream or downstream 
from the RNA start site; they function in 
either orientation relative to the gene (8, 
9). Deletion analyses suggest that the 3' 
region of the SV40 enhancer contributes 
to function but is dispensable; the 5 '  
portion is absolutely essential (9-11). 

Functionally analogous enhancer ele- 
ments are known from work on other 
viruses; these include polyoma virus, 
bovine papilloma virus, and retrovirus 
LTR's (12-14). There is also an enhancer 
element in an intron of active mouse and 
human Ig genes. Activation of this ele- 
ment results from the juxtaposition of 
the enhancer with the rearranged V seg- 
ment (15). Although there are no exten- 
sive homologies found by sequence com- 
parisons of the various enhancer ele- 
ments, Weiher and his colleagues (11) 
have proposed a consensus enhancer 
core sequence of G T G G i z G  (G, gua- 
nine; T, thymine; A, adenine), which is 
found in all described enhancers and is 
the site of mutations that reduce the 
efficiency of the SV40 enhancer. Anoth- 
er consistent feature of enhancer se- 
quences is that they often are near re- 
gions of alternating purines and pyrimi- 
dines, a structure capable of forming Z 
DNA (16). 

It is not merely the potential Z-like 
structure of enhancer DNA that gives it 
its stimulatory effect on transcription. 
The enhancers of SV40 and those of 
Moloney murine leukemia and sarcoma 
virus LTR's are interchangeable. How- 
ever, whereas the SV40 enhancer is five 
times more potent than the mouse ret- 
roviral enhancer in monkey cells, the 
mouse enhancer is twice as potent as the 
SV40 sequence in mouse L cells (12, 14, 
17). Consequently, enhancer activity is 
not solely a result of inherent DNA 
structure, and there must, therefore, be 
soluble factors (that is, proteins) that 
differ between species and determine 
this preferential, but not absolute, effect. 
Competition transfection studies provide 
evidence for the limiting quantities of 
these enhancer recognition factors (18). 
When the SV40 enhancer is replaced by 
the Ig enhancer, SV40 T antigen is ex- 
pressed in transfected lymphoid cell 
lines but not in other mouse or HeLa 
cells, suggesting an interaction of the Ig 
enhancer with proteins present in only a 
specific cell type (19). Thus, it seems 
that some enhancer elements function in 
all cell types (although perhaps better in 
some cells than others), while other en- 
hancer elements show more cellular 
specificity. The proteins acting on these 
enhancers are regulated in an unknown 
manner. The mechanism of their action, 
that is, how action at one site is commu- 
nicated to a polymerase I1 promoter sev- 
eral kilobases away, is also unknown, 
although in a general way it is thought to 
involve the alteration of DNA or chro- 
matin structure. From what is known 
thus far, it is not possible to decide 
whether enhancer sequences are mark- 
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Table 1. Characteristics of brain mRNA from hybridization data (26). For these values we have 
assumed that the 26 percent of brain mRNA that is very rare (less than 0.01 percent and not 
detected in blotting hybridization experiments) is mostly brain-specific, but other reasonable 
assumptions generate similar values. The average nucleotide lengths in parentheses are those 
actually measured; the nonparenthetical values are those calculated. The number average takes 
into account the amount of each mRNA as well as its length. 

mRNA class 
RNA Average Number 

average mass nucleotide nucleotide (%I length length 

I: Same concentration in all tissues 18 (1780) 2680 1250 
11: Variable concentration in different tisues 26 (2350) 2270 1870 
111: Brain-specific 56 (3600) 4960 2640 

ers of cell lineage or cell position. We to the polyadenylated [poly(A)+] RNA 
will develop an argument that suggests from brain, liver, and kidney, thus learn- 
that some features of enhancer se- ing the size, tissue distribution, and rela- 
quences are consistent with lineage-spe- tive abundances of a cross section of 
cific markers. Some of these features are brain mRNA's (summarized in Table 1). 
common with features of certain RNA We found that up to 56 percent of the 
polymerase 111 promoters. brain mRNA mass (some 30,000 distinct, 

mostly rare mRNA species) was exclu- 
sively expressed in the brain (26). These 

Elements of Cell Lineage mRNA's have the surprising property 
that they average 5000 nucleotides in 

A third category of sequences which length, whereas other mRNA's average 
may be involved in gene control are about 2000 nucleotides in length. Anoth- 
those defined by their recurrence in co- er 26 percent of the mRNA mass repre- 
ordinately controlled transcripts rather sents species shared by the three test 
than by explicit functional demonstra- tissues; however, the amount in each cell 
tion of their critical role in transcription. type is highly variable, indicating that 
Thus the implication of these sequences their genes are regulated in a tissue- 
is circumstantial but, in some cases, pro- specific manner. The remaining 18 per- 
vocative and compelling. A common se- cent of the molecules are equally ex- 
quence is found in the mRNA's of sever- pressed in each of the three test tissues. 
al coordinately controlled Dictystelium We have utilized the nucleotide se- 
mRNA's (20). A different common se- quences of some of these cDNA clones 
quence, called an identifier (ID) se- to deduce the amino acid sequence of the 
quence, is located in an intron of most or proteins encoded by the brain-specific 
all adult neuronal-specific mRNA pre- 
cursors (21-23). Another sequence is 
found in the noncoding region at the 3' a b c d e f CJ h i j ' + 

ends of several mRNA's activated in - - - -, - ,. - - - 
tumor cell lines (24). Finally, the tran- 
scription of repetitive sequences of sea 
urchins is different at different develov- 
mental stages (25). 

Neuronal Lineage Elements Fig. 1 .  Developmental time course for the 
accumulation of BC1 and BC2 RNA's. 

The studies that led to the definition of Poly(A)+ RNA was isolated from the brain of 
a neuronal-specific pre-mRNA sequence Pre- and postnatal rats, and equal masses of 

tissue at each stage was analyzed by RNA 
were motivated by an intent define blotting with 32P-labeled ID probes. (Lanes a, 
neuronal-specific proteins. Because b. c.  and dl embrvonic davs 14. 16.18. and 20: 
mRNA's and proteins are likelv to be (links e ,  f,'a. h, i: i, k, and 1) &stnatal days 1 ,  
equivalent for any organ, and be- 5. 10. 15. 20. %,. 50, and adult. AS a control, 
cause to understand an organ we need to ~~w~~''~~~~~~~ f o ' ' ~ ~ ~ r ~ ~ ~ : ~ a u ~ ~  
know what its specific proteins are and RNA was pxpared from whole head, which 
how they function, we constructed com- contains nonneuronal tissue; hence neuronal 
plementary DNA (cDNA) clones of rat RNA is diluted. The BC1 and BC2 strips are 
brain m ~ ~ 9 s  (26). we analyzed these different exposures of the same blot; the con- 

trol is a parallel blot that has been cut between 'Iones RNA (Northern) blot lanes d and e and k and I to remove inadver- 
comparing the hybridization of some 190 tent empty lanes. Probes and blots were pre- 
individual nick-translated cDNA clones pared as described (22). 

mRNA's. We then made synthetic pep- 
tides corresponding to short regions of 
the proteins and used antisera to the 
synthetic peptides to describe the ana- 
tomical distribution and molecular char- 
acteristics of rare brain-specific proteins, 
including the precursor for a putative 
neurotransmitter 1B236, whose synthe- 
sis we will discuss below [(27); these 
experiments are discussed in this issue 
by L. F. Reichardt et al., page 12941. 

Three percent of our cDNA clones 
hybridized to a brain-specific 160-nu- 
cleotide poly(A)+ RNA species, even 
though the clones had much larger (561 
to 1225 bp) cDNA inserts (21). The small 
RNA (called BC1 for brain cytoplasmic) 
is absent from adrenal, spleen, testes, 
heart, muscle, intestine, lung, thymus, 
liver, and kidney. It is present in brain, 
pituitary, and solar plexus (a peripheral 
nervous tissue) (22). We believe that 
BCl is a neuronal marker because it is 
absent from glial tumor lines and be- 
cause the relative distribution of BCI is 
inversely related to the glial distribution 
in the brain. 

BCl RNA is found almost exclusively 
in the cytoplasm (about 2000 molecules 
per cell) and migrates together with 5.8s 
RNA. In highly purified brain poly(A)+ 
RNA preparations, BCI is clearly visible 
on stained gels. A second RNA species, 
BC2, migrates as a diffuse smear of 100 
to 110 nucleotides, hybridizes with the 
same probes, and seems to share all 
other properties with BCl except that it 
has a lower affinity for oligo(dT) cellu- 
lose. BC2 is detected with variable effi- 
ciency in RNA blotting experiments be- 
cause small nucleic acids do not bind 
quantitatively to nitrocellulose. These 
and further properties of BC1, BC2, and 
their template ID are summarized in Ta- 
ble 2. 

We have conducted a developmental 
study, isolating poly(A)+ RNA from the 
brains and also from peripheral organs of 
rats at days 14, 16, 18, and 20 of embry- 
onic development and 1,5,10,15,20,25, 
and 30 days after birth. BCl and BC2 
RNA's begin to be detected in hybridiza- 
tion experiments (Fig. 1) in the samples 
from around the time of birth and in large 
amounts beginning 5 to 10 days postna- 
tally and are found exclusively in the 
brain. Our probes hybridize poorly to all 
prenatal brain samples, even though 
probes for control mRNA's hybridize 
well with the early brain and nonbrain 
samples. Work by several groups (28) 
has shown that cortical neuronal chro- 
matin in mammals exhibits a shorter 
nucleosome repeat than either glial or 
other nonneuronal tissues. The onset of 
this change is early postnatal life in rats 
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Table 2. Summary of characteristics of ID elements and their two tran scripts BC1 and BC2. 

ID DNA BC1 RNA BC2 RNA 
- - 

Nucleotide length 160 i 3 105 + 5 
Abundance -2000 transcripts per cell -2000 transcripts per cell 
Cellular location Cytoplasm Cytoplasm 
Tissue of expression Neurons Neurons 
Time of expression -5 days postnatal and -5 days postnatal and 

thereafter thereafter 
Oligo(dT) affinity +++ +I- 

82 + A-rich 3' end 
lo5 copies per haploid genome 
Within brain-specific genes in genome 
Template in neurons for BCI and BC2 

(29), the same time at which we see a 
large increase in BC1 and BC2 transcrip- 
tion; therefore, these events might be 
related. A few days thereafter, synthesis 

tions differ in two of the isolates, and the 
other three positions are exclusively ei- 
ther purine or pyrimidine (23). This is a 
much higher degree of conservation of 
repetitive genomic sequences than has 

resis, two sorts of products are ob- 
served: large heterogeneous RNA and a 
group of small 100- to 110-nucleotide 
species. The synthesis of most of the 
large molecules is sensitive to a-amanitin of adult brain proteins begins. For exam- 

ple, the brain-specific putative neuro- 
transmitter precursor 1B236 and its 

been observed for previously described 
elements such as Alu sequences (31). 

Even though the ID-containing cDNA 

(at 1 pglml, a concentration that inhibits 
polymerase I1 but not polymerase I11 
transcription), whereas the synthesis of 
the smaller species, which are probably 
the BC2 species observed in vivo, is 
resistant to a-amanitin. Therefore, ID 
sequences are located in a substantial 

mRNA both appear between postnatal 
days 10 and 15 in the cortex and slightly 
earlier in the brain stem and spinal cord 
(27, 30). We will discuss the structure of 
the 1B236 gene below. Some other brain- 
specific mRNA's we have characterized 
first appear in the same time frame. 

clones appear to be copies of polymerase 
I1 transcripts, the highly conserved ID 
sequence is homologous to the consen- 
sus polymerase I11 transcription initia- 
tion sequence (Fig. 2). In fact, cDNA 
clones containing ID sequences function 
as polymerase I11 transcription units in 
vitro in HeLa SlOO extracts. By cleaving 
the clones with a variety of restriction 
endonucleases, we have found that poly- 

portion of brain transcripts synthesized 
by both polymerase I1 and polymerase 
I11 but are missing from liver and kidney We have sequenced several of the 

large cDNA clones that hybridize to BC1 
and BC2 and found that the clones con- 

transcripts. 
Interestingly, liver and kidney pro- 

gram a distinct set of 100- to 110-nucleo- 
tide RNA's that do not hybridize with 
the ID sequence and whose synthesis is 
resistant to a-amanitin, suggesting analo- 

tain both common and unrelated se- 
quences. The common sequence, which 
we have called an ID sequence (21, 23), 
consists of 82 nucleotides followed bv an 

merase I11 initiation begins at position 1 
of the core sequence of 82 nucleotides 
(22). This corresponds exactly to the 5' 
ends of the in vivo BC1 and BC2 RNA's, A-rich tract, and it is this element that 

hybridizes to BC1 and BC2 RNA's. The 
remaining cDNA sequences are dissimi- 

gous polymerase I11 transcription ele- 
ments in those tissues. All of these stud- 
ies, which are summarized in Table 3, 
give qualitatively similar results whether 

as we have shown by primer extension 
by reverse transcriptase of 32~-labeled 
primers derived from the 3' end of the ID lar except that they exhibit some of the 

characteristics of introns or other non- 
coding regions, such as strings of repeat- 
ed short oligonucleotides, long tracts of 
purines or pyrimidines, or homopoly- 
meric tracts. Detailed mapping analyses 

sequences (indicated by the arrow in Fig. 
2). DNA sequence analysis of the ex- 
tended primers gives a sequence that 

the transcription is conducted in HeLa 
SlOO extracts (33), HeLa whole cell ex- 
tracts (34), or with no added protein 

matches the comvlement of the invariant (endogenous synthesis). 
If liver chromatin is treated with 

0.35M NaCI, conditions under which nu- 
regions of the ID consensus and shows 
heterogeneity at the positions that are 
not invariant (32). Therefore, BC1 and 
BC2 are very likely to be polymerase I11 
transcripts of genomic ID elements and 
are transcribed in a neuronal-specific 

have shown that the clones contain both 
intron and exon regions of brain-specific 
transcripts (23). Thus we believe that the 

cleosomes are known to slide, transcrip- 
tion of RNA molecules containing the ID 
sequences occurs, but only the large ID-containing cDNA clones are derived 

by copying internal regions of mRNA 
precursors, which appear as a contami- 
nant of our cytoplasmic RNA prepara- 

heterogeneous species are seen. This is 
not true for salt-washed brain chromatin, 
where no qualitative change in the tran- 
scription pattern is observed although 

fashion from a large number of different 
templates in the genome. 

To resolve further the issue of whether tion. The clones probably represent 
cDNA copies of polymerase I1 tran- 
scripts. 

ID sequences are transcribed in vivo by 
polymerase 11, polymerase 111, or both, 
we have used nuclei from brain, liver, 

the amount of synthesis is considerably 
decreased. We interpret these results to 
mean that nucleosomes are repressing Measurements made with the use of a 

phage library of rat genomic clones with 
inserts of, on the average, 15 kilobases 

and kidney cells to program transcription 
of 32~-labeled RNA in a HeLa SlOO 
system (33) and hybridized the transcrip- 

polymerase I1 transcription of RNA con- 
taining ID sequences in the liver, and salt 
wash relieves that repression. In addi- show that 43 percent of the clones con- 

tain at least one ID sequence. This 
means that there are 0.9 x 10' to 
1.5 x lo5 ID copies per genome, a num- 
ber in excess of the 30,000 adult brain- 
specific poly(A)' genes (23). A compari- 

tion products to filters on which dena- 
tured ID-containing plasmid DNA's 
were immobilized (22). After correction 

tion, these experiments suggest that 
transcription by polymerase I11 of the 
small BC2 RNA requires brain-specific 

for hybridization efficiency, we find that 
62 percent of the brain transcripts, but 
only background amounts (<4 percent) 

transcription factors (22). Further sup- 
port for this notion comes from the ob- 
servation that deproteinized genomic 
DNA supports the transcription of large 

son of ten ID sequences shows that they 
are remarkably well conserved: the con- 
sensus in Fig. 2 shows that 51 nucleo- 

of liver or kidney transcripts, hybridize 
to the filter and thus contain ID se- 
quences. When the filter-bound RNA is 
eluted and examined by gel electropho- 

heterogeneous molecules containing ID 
sequences but not transcription of BC2. 

We believe that BC2 is the primary 
tides are invariant, 24 positions differ in 
only one of the ten isolates, four posi- 
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Table 3.  Nuclear transcription of ID sequences in large polymerase I1 (hnRNA) and small, 
discrete polymerase 111 (BC2) transcripts. Transcription reactions were carried out in the 
present or absence of the polymerase I1 inhibitor a-amanitin [see text and (22)], and the 
chromatin preparations were either native or salt-washed. Transcripts containing ID sequences 
(ID+) were purified by hybridization (nonhybridizing material is indicated by ID-) and analyzed 
by gel electrophoresis to determine their sizes and amounts (indicated by + , + +, + + +, or -). 

Template Product 
-- 

a-Ama- NaCl hnRNA BC2 
--- 

nitin wash ID+ ID- ID+ ID - 

Brain - +++ +++ ++ +++ - 
+ - + + + + +++ 

Liver - - - +++ - +++ 
- + + + - + 

Kidney - - - +++ - ++ 
DNA - - +++ + + + - - 

polymerase 111 transcript of the brain ID 
sequence and that BC1 could be  generat- 
ed by occasional polyadenylation of the 
polymerase I11 transcripts. BC1 might be 
functional in its own right, performing 
some neuron-specific role, but it is not a 
necessary player in the formal model we  
suggest below. BC1 could be produced 
by polyadenylation of BC2 if some of the 
100,000 ID sequences in the genome 
contain a T in their oligo(A) 3' end, 
producing the AATAAA signal for cleav- 
age and polyadenylation which is known 
to work on polymerase I1 transcripts. 
Other polymerase 111 transcripts are 
known to be polyadenylated (35). 

When ID clones are used in Northern 
blot experiments to probe preparations 
of nuclear RNA made from brain, liver, 
and kidney, the probes hybridize much 
more strongly to  both large poly(A)+ and 
poly(A)- nuclear RNA from brain than 
to liver or kidney poly(A)+ or poly(A)- 
nuclear RNA's (36). Thus, as  suggest- 
ed by the nuclear transcription experi- 
ments, ID sequences are found in poly- 
merase I1 transcripts (heterogeneous nu- 
clear RNA) made only in neural tissue, 
in the brain-specific polymerase I11 tran- 
script BC2, and also in poly(A)- nuclear 
RNA. Hahn and his colleagues have 
described a class of poly(A)- RNA's in 
rodent brain with equivalent but non- 
overlapping complexity to the class of 
poly(A)' RNA's. Most of these 50,000 
poly(A)- RNA species appear postnatal- 
ly (37). It is not known whether the 
brain-specific poly(A)- RNA's are made 
by polymerase I1 or polymerase 111, but 
one possible explanation for their origin 
is that their synthesis is initiated at  ID 
sequences by polymerase 111 and ends at  
polymerase I11 terminators at a distance 
3' to  the ID element; hence the tran- 
scripts are not generally polyadenylated. 
In nuclear transcription experiments, we 

find the synthesis of some large RNA 
molecules containing ID sequences in 
the presence of cu-amanitin. Although 
this may explain the origin of brain 
poly(A)- RNA, it does not address the 
possible role of these species in encoding 
brain-specific proteins. It  does, howev- 
er,  offer an explanation for their postna- 
tal appearance, since BC1 and BC2 tran- 
scription largely begins after 5 days of 
postnatal development, the time at 
which these polymerase I11 promoters 
become active. 

The transcription and nuclear RNA 
hybridization experiments suggest that 
ID sequences are specifically linked to 
brain genes because they are found in 
brain but not liver or kidney primary 
transcripts. However, since no more 
than 3 percent of brain cDNA clones and 
brain mRNA1s contain ID sequences but 
about 60 percent of the primary tran- 
scripts contain the ID sequence, the link- 
age in primary transcripts must be unsta- 
ble. That is, the ID sequences are locat- 
ed in the introns of most adult brain- 
specific poly(A)+ genes (at least by the 
mass of their transcripts), a conclusion 
consistent with our mapping studies of 
individual ID-containing cDNA clones 
(23). From the phage genomic library we 
isolated the gene corresponding to the 
1B236 mRNA, which encodes a brain- 
specific precursor of a putative neuro- 
transmitter ( 2 3 ,  and used fragments 
from the 1B236 cDNA clone, which does 
not contain ID sequences, to  map intron 
and exon regions of the gene. The 1B236 
gene contains at  least four introns, two 
of which contain ID sequences (23). 
Thus, it seems that ID sequences are 
highly correlated with brain-specific 
genes and occupy some, but not all, 
introns of at least most adult brain-spe- 
cific genes. 

There are, however, more genomic ID 

sequences (lo5) than poly(A)+ brain-spe- 
cific mRNA's (3 x lo4). Some genes, 
such as  1B236, may contain more than 
one ID sequence, but other ID se- 
quences are likely to  be nonfunctional 
(23), such as those in the pseudotubulin 
and prolactin genes, which probably got 
there by transposition (38). We argue 
below that ID sequences are involved in 
the coordinate control of neuronal gene 
expression. Therefore, transposability 
may have provided the necessary flexi- 
bility to  establish coordinate control 
over 30,000 genes without independently 
evolving control elements for each brain 
gene. This could help account for the 
rapid evolution of the mammalian brain 
but would be expected sometimes to 
generate nonfunctional or lethal copies 
of ID, the biological price for developing 
a highly sophisticated brain. 

Formal Model for Lineage-Based 

Gene Control 

The provisional model that we pro- 
pose to  explain these data is that ID 
sequences are controlling elements lo- 
cated within introns or  adjacent to  the 
30,000 adult neuronal genes and act in 
cis. A factor present only in postnatal or 
adult neurons acts in trans to recognize 
the ID sequence and to direct its tran- 
scription by polymerase 111. Either the 
recognition or the transcription events 
activate the neuronal genes in a primary 
manner. This gene activation is neces- 
sary but not sufficient to  initiate poly- 
merase I1 transcription. A second con- 
trol level must exist because genes such 
as that encoding the 1B236 neurotrans- 
mitter protein are only active in certain 
brain cells: most neuronal-specific genes 
are probably individually expressed in 
small subsets of neurons. The second 
necessary level of gene control may op- 
erate at promoter sequences in response 
to ambient signals, such as  cell contact 
and hormone or transmitter stimulation, 
both during postnatal development and 
in the adult. ID sequences, therefore, 
may be the neuronal lineage-specific 
control sequences. Although circum- 
stantial, their correlation with neuronal- 
specific genes is compelling evidence 
that ID sequences are involved in brain- 
specific gene expression. The observa- 
tion that ID sequences are transcribed by 
polymerase 111 in vitro from plasmid 
DNA and in brain nuclear extracts and 
that there are brain-specific ID transcrip- 
tion factors suggests, but does not prove, 
that polymerase I11 acting at the ID 
sequences might be involved in brain- 
specific polymerase I1 initiation. It could 
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be that the generation of a polymerase 
I11 transcript is irrelevant in the gene 
activation step. However, some other 
tissues probably have an analogous ID 
control system because liver and kidney 
nuclei generate polymerase I11 tran- 
scripts similar in size to BC2 but with 
different sequences (22). 

An alternative version of our model, 
which seems more complicated to us, is 
that only some ID sequences might be 
transcribed by polymerase 111 in all neu- 
rons to produce the neuronal-specific 
BCl and BC2 RNA's. One or both of 
these RNA's might then act in trans at 
the nontranscribed ID sequences to acti- 
vate all neuronal genes in the primary 
sense. That is, brain-specific factors 
transcribe a few ID genes and the result- 
ing BC transcripts activate other brain- 
specific genes: a sort of relay version of 
our basic model. Again, a second level of 
positive control will be necessary to initi- 
ate the transcription by polymerase I1 of 
any particular neuronal gene. This ver- 
sion is formally equivalent to our pre- 
ferred model but differs mechanistically 
in that gene activation is induced by an 
RNA-DNA interaction rather than a pro- 
tein-DNA interaction. Although we feel 
that this version of the model is less 
likely, it does provide a specific explana- 
tion for the role of polymerase 111 tran- 
scription in the activation of ID se- 
quences. 

Mechanism of Lineage-Based 

Gene Control 

Our formal model, which suggests that 
ID elements are involved in the control 
of gene expression, endows ID se- 
quences with some properties similar to 
those described for enhancer elements. 
This line of logic has led us to ask 
whether ID sequences might be related 
to enhancer elements. We have substi- 
tuted the ID element for the SV40 en- 
hancer in both orientations in a plasmid 
series in which the neomycin resistance 
gene is expressed from the SV40 early 
promoter. In preliminary experiments, 
we have found that the ID sequence, 
operating in either orientation, is as good 
as the SV40 enhancer and is seven times 
better than enhancerless plasmids in 
stimulating the production of stable 
G418-resistant transformants of murine 
3T3 and L cells (39). Thus ID elements 
can serve as enhancers. The apparent 
lack of cellular specificity (these are fi- 
broblast-derived lines) is understandable 
because both 3T3 cells and L cells, but 
not other cell lines, express BCI and 
BC2 RNA's and hence presumably the 

t 
GGGGYTGGGGATTTAGCTCAGTGGTAGAGCGCTTRCCTAGGAAGCRCAAGGCCCTGGGTTCGGTCCCCAGCTCCGAAAAAAARAA~~AAA 

Pol 111 TGGCNNAGTGG GGTTCGANNCC 
Enhancer G T G G ~ ~ ~ G  

Fig. 2. The consensus ID sequence arrived at by comparing the ten sequences determined found 
earlier (23, 38). The top portion of the figure indicates, for each position, the frequency of each 
nucleotide [(*) 10110, (a) 0110, (-) gap required to align a sequence, (+) insertion required]. The 
common sequence is shown below, where Y indicates pyrimidine and R purine for the three 
positions that are not clear-cut. The arrow over the first G represents the first nucleotide of the 
BC1 and BC2 RNA's and also the polymerase I11 initiation site in vitro. The consensus 
polymerase 111 and enhancer sequences are indicated below (N indicates any base). 

neuronal ID transcription factors. 3T3 
cells express other neuronal-specific 
mRNA's as well, and hence these lines 
have at least some neuronal character 
and are not "normal" fibroblasts. 

A further similarity is suggested by 
sequence comparison of ID and en- 
hancer elements. The sequence 
GTGG~EG or a closely related se- 
quence is present in viral enhancers and 
is essential for enhancer function (11). 
Three copies of this sequence are pres- 
ent within the 314-bp restriction frag- 
ment of the Ig intron, which has been 
shown to contain the enhancer activity 
(40). The ID sequence contains a some- 
what homologous sequence, GTGGTAG, 
in a position overlapping the 5' or A- 
block region of the polymerase I11 split 
promoter (shown in Fig. 2). This could 
possibly be part of the site at which the 
neuronal-specific trans activator inter- 
acts with the ID sequence. Viral en- 
hancer regions are associated with re- 
gions that can potentially form Z DNA 
(16), and junctions between B and Z 
DNA are preferential sites in supercoiled 
DNA for cleavage by S1 nuclease. The 
Xenopus laevis oocyte 5S gene, a devel- 
opmentally regulated polymerase I11 
transcription unit, also contains a prefer- 
ential cleavage site for S1 nuclease in 
supercoiled plasmids located within the 
A block of its consensus polymerase 111 
sequence as well as a deoxyribonuclease 
I cleavage site in the same region when 
the TFIIIA transcription factor is bound, 
indicating the presence of an irregular 
DNA configuration in this region (41). 
Further experiments are aimed at deter- 
mining whether the polymerase 111 A 
block-enhancer region of ID sequences 
may display structural peculiarities that 
manifest themselves to nucleases. Such 
irregular DNA conformations could be 
relevant to ID function. 

Because of the observation that adult 
cortical neuronal chromatin exhibits a 
shortened nucleosome packing density 
(28, 29), we believe there is a temporal 

order in which the activation of regions 
of chromatin by differentiation factors 
precedes the activation of polymerase I1 
promoters. Implicit in this argument is 
that all brain ID sequences are available 
in all neurons. Thus a region of active 
chromatin is first defined by its ID se- 
quence, and a local promoter can be 
recognized subsequently by the proteins 
required to initiate transcription. We en- 
vision that, in general, cellular genes are 
repressed in each tissue for polymerase 
I1 transcription by chromosome struc- 
ture unless the gene contains a tissue- 
specific ID sequence activated by that 
tissue's particular factors. Unless ID ac- 
tivation occurs, polymerase I1 promoters 
cannot be recognized by their own trans 
activators. We must, therefore, explain 
how it is that ID sequences can be recog- 
nized by trans-acting proteins while 
polymerase I1 promoters cannot. Pecu- 
liar DNA structures of the sort discussed 
above may be the key. We must assume 
that, whatever the differentiation pro- 
gram is, it provides an ordered series of 
trans activators of ID type sequences. 
These positive regulatory factors must 
be able to interact with their target ID 
sequences, even though most DNA is 
unavailable for solution reactions be- 
cause of its interaction with nucleo- 
somes. It must be that the various tissue 
ID sequences are not inhibited by chro- 
matin structure from protein interac- 
tions. We suggest that this is either be- 
cause of peculiar DNA conformations 
assumed by ID-type sequences that in- 
teract differently with nucleosomes than 
do other regions of DNA, because ID- 
type sequences interact preferentially 
with constitutively expressed nonnu- 
cleosomal proteins that in turn exclude 
nucleosomes, or because differentiation 
factors bind to ID sequences at the time 
of replication and before nucleosomes 
form stable complexes on the gene [pre- 
cedence for the latter two possibilities 
comes from studies on the Xenopus 5S 
genes (42)l. Either situation must leave 
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ID DNA available for solution reactions. 
We suggest that the process also might 
order, either actively or  passively, nu- 
cleosome binding in a manner that will 
be operationally defined below. Thus, 
whenever a new stage of determination 
is achieved by a cell, new factors are 
produced that can interact with their 
cognate ID sequences either directly o r  
through the specifically bound nonnu- 
cleosomal protein. We postulate that 
some aspect of this interaction, possibly 
activation of polymerase I11 transcrip- 
tion, affects local nucleosome interac- 
tions (perhaps mediated by histone acet- 
ylation), disrupting the solenoid repeat- 
ing structure of chromatin (perhaps by 
cooperative allosteric changes of adja- 
cent nucleosomes) and thus sending a 
signal over several kilobases that renders 
all of that DNA accessible to  protein 
interaction. It  may be that nucleosome 
ordering due to the events that occur a t  
one ID sequence allows such a signal to 
be propagated over a domain but that the 
organization of nucleosomes arourid ID 
sequences in neighboring domains limits 
the extent of the influence of individual 
ID elements. Such spheres of influence 
might correspond to what has been re- 
ferred to  as active and inactive domains 
of chromatin. The formal features of this 
model are illustrated in Fig. 3. 

One consequence of this model is that 
even genes constitutively expressed in 

all tissues might require ID-type se- 
quences. These ID sequences will repre- 
sent some degenerate, general form that 
reacts with a factor present in all cell 
types. The viral enhancer elements could 
be representative of such sequences, act- 
ing as  the "lineage" markers for genes 
not exclusive to  a specific tissue. As 
discussed above, they contain regions of 
Z DNA that may alter the way in which 
nucleosomes interact with the DNA and 
may also order their local structure. The 
SV40 enhancer sequence is not covered 
by nucleosomes, and Z DNA formation 
inhibits nucleosome reconstitution (43). 
If enhancers are indeed a subclass of ID 
sequences, since it seems unlikely that 
they are transcribed by polymerase 111, 
specific protein interactions at brain ID 
sequences may be more important than 
the production of a transcript. However, 
it may be that important features of 
polymerase 111 promoters are the same 
features required for proper ID function. 

A second consequence of this logic is 
that there will be some genes that need to 
be expressed in a few, but not all, tis- 
sues. These could have a small number 
of distinct ID-type sequences within 
them so  that they may be active in more 
than one, but not all, tissues. Similarly, 
there may be some genes whose expres- 
sion in a single tissue can be activated by 
more than one ambient signal. Such 
genes may have complex promoters. A 

Neuron 

Common gene 

Brain gene 

Kidney gene 

Other gene 

Kidney 

Fig. 3. Cartoon model for the formal concepts of lineage-based gene control. Four types of 
genes are illustrated: a gene expressed in all tissue types, a neuronal-specific gene, a kidney- 
specific gene, and a gene specific for a third (x) tissue. Their states are shown in two different 
cell types: neuronal (N) and kidney (K). Promoter regions are indicated as solid circles; tissue- 
specific positive trans activators are shown as lettered white circles. In all cases the DNA 
interacts with nucleosomes, except possibly at the various types of ID regions (which may be 
nucleosome-free), one of which is shown in each gene (c, cotxmon; n, neuronal; k. kidney; x,  
another tissue); however, the quality of the nucleosome-DNA interactions are different in the 
active and inactive genes. The solenoidal structures represent higher order supernucleosomal 
levels of structure, while the straight lines represent extended chromatin structures typical of 
active genes. Because transcription of a gene in the "active" lineage state is conditional on the 
proper polymerase I1 factors being present, no transcripts are indicated in the figure. Similarly, 
because we do not know whether polymerase I11 transcriptional events are crucial to neuronal 
ID function, ID transcripts are not shown. 

clear advantage of our two-step gene 
activation model is that some ambient 
signals must activate different genes in 
different tissues. This can only be possi- 
ble if the particular gene targets for the 
ambient signals have been independently 
selected in each cell type so  that only 
certain genes can be induced in a particu- 
lar cell. 

Although our model for a lineage- 
based control system for tissue-specific 
genes is derived from the study of the 
transcripts of one tissue, the brain, it 
seems logical that, if the model is cor- 
rect, a similar system will work for other 
tissues. We must stress, however, that 
this is only a model. Because it makes 
many testable predictions, we hope that 
it will stimulate research. We expect that 
most genes, tissue-specific o r  general, 
will contain cis regulators that determine 
whether they occupy "active regions" of 
chromatin in each particular cell type. 
Some of these will be polymerase I11 
promoters, as we expect to find in liver 
and kidney, but others may act through 
different mechanisms. Enhancers may 
fall into this class of element. The trans- 
acting factors that govern the function of 
these cis-acting sequences must be the 
primary phenotypic markers of determi- 
nation or lineage differentiation. The 
control of the expression of these factors 
is differentiation. 
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Alternative RNA Processing: 
Determining Neuronal Phenotype 
Michael G. Rosenfeld, Susan G. Amara, Ronald M.  Evans 

Complex regulatory mechanisms re- posttranslational events (I). Because 
strict the expression in neural tissues of R N A  processing regulation has the po- 
genes encoding neuroendocrine peptides tentlal to qualitatively, as  well as quanti- 
to precise groups of neurons. Under- tatively, alter the nature of the gene 
standing the developmental mechanisms product, it would present specific advan- 

Summary. On the bass of an analysls of the human and rat calcltonrn genes and of 
a related gene, alternatlve RNA processing represents a developmental strategy of 
the brarn to drctate trssue-speclflc patterns of polypeptide synthesis Thls regulation 
allows the calc~tonln gene to generate two messenger RNA's, one encodlng the 
precursor of a novel neuropeptlde, referred to as CGRP, whlch predomlnates In the 
b;aln, and the second encodlng the precursor to the hormone calcltonln whlch 
predom~nates In thyrold C cells. The dlstrlbutlon of CGRP In the central and peripheral 
nervous system and In endocrrne and other organ systems suggests potentral 
funct~ons In nociceptlon, lngestlve behavlor, card~ovascular homeostasrs, and mlneral 
metabolism 

responsible for such regulation is likely 
to  provide general insights into the mo- 
lecular strategies critical for brain devel- 
opment and function. Regulation of gene 
expression in the brain, as  In other tis- 
sues, could occur during gene transcrip- 
tion, RNA processing and transport, 
messenger RNA (mRNA) stability, and 
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tages in expression of certain genes. 
Analysis of calcitonin gene expression in 
neural tissues suggests that differential 
R N A  processing events are one type of 
developmental regulation specifying the 
pattern of neuroendocrine gene expres- 
sion (2-6), and could represent a com- 
mon strategy in expression of certain 
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genes dictating neural development. Al- 
ternative I?NA processing occurs in a 
tissue-specific fashion to produce alter- 
native polypeptide products (5, 6) and, 
therefore, serves to increase the diversi- 
ty of neuropeptides generated from a 
single genomlc locus. 

A Single Neuroendocrine Gene 

Generates Multiple RNA Products 

The preparation and DNA sequence 
analysis of plasmids containing DNA 
complementary to rat calcitonin mRNA 
predicted the structure of the protein 
precursor to calcitonin, a 32-amino acid 
calcium-regulating hormone, produced 
in thyroid C cells (Fig. 1) (2, 7, 8). In 
addition to calcitonin, proteolytic pro- 
cessing of the precursor generates in 
thyroid C cells an 82-amino acid NH2- 
terminal peptide and a l b a m i n o  acid 
COOH-terminal calcitonin cleavage 
product (CCP) (Fig. 1). The production 
of multiple calcitonin-related mRNA's 
was first noted during the spontaneous 
and permanent "switching" of serially 
transplanted rat medullary thyroid carci- 
nomas (MTC's) from states of high to 
low or absent calcitonin production (3, 
9). The unexpected explanation for the 
"switch" was that calcitonin gene tran- 
scription continued but generated a se- 
ries of new, structurally distinct tran- 
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