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Illusory Contours and Cortical Neuron Responses 

Abstract. Figures in which human observers perceive "illusory contours" were 
found to evoke responses in cells of area 18 in the visual cortex of alert monkeys. The 
cells responded as if the contours were formed by real lines or edges. Modijications 
that weakened the perception of contours also reduced the neuronal responses. In 
contrast, cells in area 17  were apparently unable to "see" these contours. 

A basic task in visual perception is to 
segregate the visual input into objects. 
Given a flat retinal image of a three- 
dimensional world, this is not trivial. An 
object boundary may be defined by a 
physical discontinuity in the image due 
to a difference in color or luminance 
between object and background, al- 
though any change in illumination, or a 
movement of the object or the observer, 
can change these conditions. Neverthe- 
less, the contours of objects appear to be 
invariant. Contours may also be seen in 
the absence of discontinuity in the stimu- 
lus ( I )  (for example, Fig. 1, A, B ,  and D). 
These illusions (2, 3) show that per- 
ceived contours are the result of an im- 
age analysis performed in the brain. The 
nature of this process is not known, and 
different theories have been proposed (3, 

4). We have examined the activity of 
cells in the visual cortex of monkeys 
during presentation of conventional 
stimuli producing contours by luminance 
gradients and of stimuli producing illu- 
sory contours. In area 18 we found re- 
sponses that paralleled some of the per- 
ceptual phenomena. These responses 
could not be easily predicted from the 
known receptive-field properties of cells 
in the visual cortex. 

Rhesus monkeys (Macaca mulatta) 
were trained to perform a visual fixation 
task. To  receive a reward they had to 
pull a lever when a fixation target ap- 
peared and to release it upon detecting a 
90" turn of the target, which occurred 
after an unpredictable delay. The target 
consisted of two parallel short lines 
whose orientation could be resolved only 

in foveal vision. It appeared in the center 
of a display at a viewing distance of 40 
cm; the other stimuli were also presented 
on that display. For recording, the ani- 
mal's head was fixed by means of a bolt 
implanted in the skull. Otherwise the 
animal was free to take a comfortable 
position in a boxlike primate chair. Sin- 
gle units were recorded with microelec- 
trodes inserted through the intact dura 
throughout an experimental session. 

Figure 2 shows three examples of neu- 
rons recorded in area 18. Neuron 1 re- 
sponded to the lower right edge of a light 
bar (Fig. 2A). Its responses indicated 
precisely where, and in which orienta- 
tion, a light-dark boundary appeared in 
the visual field: the response field mea- 
sured 0.9" by 0.4" visual angle and was 
located 1.8" below the fixation point; 
only orientations between 46" and 101" 
produced a response (5). We then tested 
a stimulus in which a strip of 1.3", cover- 
ing the cell's response field, was blanked 
out, thus reducing the bar to  a pair of 
notches (Fig. 2B). If one looks at  such a 
stimulus with the notches moving back 
and forth together, one has the illusion of 
a light bar moving in front of two dark 
bars. The cell responded to this stimulus 
as it had to the edge of the bar, though 
less strongly. The response occurred at  
the same position, and the optimal orien- 
tation also remained the same. 

In general, illusory contours disappear 
when only part of the inducing configura- 
tion is viewed. When, for example, one 
of the disk sectors in Fig. 1A is occulded, 
not only the corner of the triangle disap- 
pears, but also the adjacent flanks. The 
Gestalt psychologists stated that the 
whole is greater than the sum of its parts. 
We found a similar effect in the neuronal 
responses. Neither half of the stimulus of 
Fig. 2B excited the unit (Fig. 2, C and D; 
E shows the spontaneous activity), 
whereas both together did (Fig. 2B). The 
exact width of the gap between the two 
halves was not critical for this effect. 
With 2" instead of 1.3", the cell still 
responded, and 4.1, 0.8, and 0.7 spikes 
per cycle were obtained for the whole 
figure, the upper and lower halves, re- 
spectively. We have tested the influence 
of the gap width in several other cells; all 
gave gradually weaker responses when 
the gap was increased. The largest gap at 
which a response was still obtained was 
4.4" in a cell whose center of response 
field was located 3" from the fixation 
point. It could be argued that these re- 
sponses were due to stray light falling 
into the response field and moving along 
with the notches and that the light com- 
ing from only half the figure might just 
not reach the cell's threshold. However, 
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we have observed the same nonadditiv- 
ity in the stimulus-response relationship 
at a sixfold stimulus intensity. Again, 
neither half of the stimulus alone pro- 
duced a response. This result argues 
against a simple threshold explanation. 

Small changes in configuration can 
have dramatic effects on the appearance 
of illusory contours. An example is the 
closing lines in Fig. 1C. A similar effect 
could be observed in the neuronal re- 
sponses, as  demonstrated by neuron 2. It 
responded well to  a narrow bar (Fig. 2F) 
and also gave a regular response to the 
illusory bar stimulus bridging a gap of 2" 
(Fig. 2G). When the notches were closed 
by line segments 5 minutes of arc wide, 
the response was almost abolished (Fig. 
2H). Nearly all cells that responded to 
the illusory bar stimulus showed this 
reduction; in some cells, lines as narrow 
as 2 minutes of arc had an effect. Again, 
the gap width was not critical; as long as 
the cell responded, closure reduced the 
response. 

The responses so far seem to indicate 
the ability of the cortex to extrapolate 
lines t o  connect parts of the stimulus 
which might belong to the same object. 
The abutting gratings of Fig. 1D show an 
illusory contour which is not an extrapo- 
lation of the stimulus since it runs more- 
or-less perpendicular to the inducing 
lines. We have tested a contour that was 
straight and perpendicular to the lines. It 
could be moved back and forth along the 
lines, leaving the stimulus margin sta- 
tionary. Responses were recorded for 
various orientations. Neuron 3, for ex- 
ample, responded to the illusory-contour 
stimulus better than to any of the con- 
ventional stimuli (Fig. 21). Furthermore, 
the peak responses were obtained at 
virtually the same orientation for con- 
tour and bar. The curve of the illusory 
contour bends upward at both ends, indi- 
cating a second peak 90" from the opti- 
mum. This can be interpreted as a re- 
sponse to the inducing lines. Other cells 
showed only the peak related to the 
contour and thus were not activated by 
the gratings at  all. When the cells also 
responded to the illusory bar stimulus, 
the optimal orientations were similar for 
both types of illusory contour. 

To  see the contour, a minimum num- 
ber of lines are required; no contour is 
visible at the end of just one line, but it is 
usually perceived with four or more line 
ends. There was a similar threshold for 
the neuronal response (Fig. 2J). The den- 
sity of lines, on the other hand, was not 
critical. Keeping the overall size of the 
stimulus constant, the responses were 
equal for line spacings of 12, 24, and 48 
minutes of arc, and slightly less for 72 
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minutes of arc, but still stronger than the 
response to the bar. 

There was a marked difference be- 
tween striate and prestriate cortex (6). 
Of 70 cells tested in area 17, none 
showed responses related to the contour 
between abutting gratings (3, whereas 
about one-third (21 of 68) of the cells in 
area 18 did. Also, the results obtained 
with the other type of illusory contour 
(Fig. 2, B and G) were negative in area 17 
(1 1 cells) but positive in 13 of 38 cells in 
area 18. (With this type of stimulus, the 
demonstration of the effect of closure 
(Fig. 2, G and H) was taken as  a criteri- 
on.) 

We were not able to  relate responsive- 
ness to illusory contour stimuli to the 
conventional classification of cells. With 
bars and edges, monotonic length-sum- 
mation curves were usually obtained, 
but end-inhibition was also observed. 

Responses of cells in area 18 that 
required appropriately positioned and 
oriented luminance gradients when con- 
ventional stimuli were used could often 
be evoked also by the corresponding 
illusory contour stimuli. In this area, one 
would be able to infer location and orien- 
tation of the various types of contours 
from the responses of single cells. In 
area 17, this would be possible only for 

Fig. 1. Illusory contours. Such 
contours are perceived in A, n a @ == 
B, and D, at sites where the 
stimulus is homogeneous. 7 (1 0 --- - - - -- 

Small alterations in the stimu- 
- 

1us can have dramatic efects " a @ 
on the amearance of these 
contours (c) (9). 

Fig. 2. Resuonses of - 
neurons in area 18 of 
the monkey visual 
cortex to edges, bars, 
and stimuli producing 
illusory contours. The 
stimuli (insets) (10) 
were moved back and 
forth across the re- 
ceptive fields (neuron 
1, I"  at 1 Hz; neurons 
2 and 3,  2" at I Hz). 
Each was presented 8 
(I), 16 (J), or 24 (A to 
H) times; blocks of 
eight repetitions were 
alternatkd in pseudo- 1 
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response fields (the I 
regions in the visual 
field where the neu- Neuron 3 
rons could be activat- 
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are represented by el- 
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was activated also 
when only the illusory contour passed over its response field (B). Either half of the stimulus 
failed to evoke a response (C and D); (E) spontaneous activity. Neuron 2 responded to a narrow 
bar (F) and, less strongly, to the illusory bar stimulus (G). When the ends of the "bar" were 
intersected by thin lines, however, the response was nearly abolished (H). In neuron 3,  the 
border between two abutting gratings elicited a strong response. The orientation tuning curves 
show corresponding peaks for bar and illusory contour (I). When the lines inducing the contour 
were reduced in number to less than three, the response disappeared (J); compare the lines 
above the curve (the actual stimuli were centered over the response field). The lines were 1 
minute of arc wide and spaced 48 minutes apart. 
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edge or line type contours produced by 
luminance or color differences. Respons- 
es in area 18 showed several other paral- 
lels to  perception, such as  the relation 
between the responses to a figure and to 
its parts and the dramatic effect of small 
elements added to the figure. 

Gregory (4)  formulated an antithesis 
between physiological and cognitive ex- 
planations of illusory contour effects. 
According to his cognitive approach, the 
contours are perceived because an illu- 
sory object is "postulated" as a percep- 
tual hypothesis to account for the senso- 
ry data. The explanation suggested by 
the present experiment is physiological, 
but it differs from the one stated in 
Gregory's antithesis (and criticized by 
him) that "feature detector cells of the 
striate cortex are activated by the disk 
sectors [scilicet of the Kanizsa triangle] 
. . . to  give the appearance of continuous 
lines, though only their ends are given by 
stimulation" ( 4 ,  p. 51). Our results do 
not support this idea. With stimulus con- 
figurations like those of B or  G in Fig. 2, 
cells in area 17 did not respond, some of 
them not even when the gap was nar- 
rowed so that the ends of the bar entered 
the response field. The responses in area 
18 on the other hand cannot be interpret- 
ed simply as suboptimal excitation due 
to partial stimulation of the response 
field, since they can be evoked by stimuli 
well outside that field and are affected by 
small changes in configuration that are 
negligible in terms of luminous flux. Also 
the responses to stimuli with lines per- 
pendicular to the cell's preferred orienta- 
tion reveal an unexpected new receptive 
field property. The way widely separated 
picture elements contribute to a re- 
sponse resembles the function of logical 
gates. The important elements in our 
stimuli seem to be -corners on opposite 
sides of the response field (Fig. 2, B and 
G) and line ends arranged in a row (Fig. 
2, I and J). Line ends and corners are in 
fact emphasized in certain signals of area 
17 (8), and a number of such signals 
might converge on neurons of area 18. 
Corners and line ends play a role in the 
formation of contours because these pic- 
ture elements are frequently produced 
by interposition of objects, that is, when 
an object partially occludes others. 
Thus, several such elements aligned in a 
row are likely to mark an object bound- 
ary. 

Department of Neurology, 
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Treatment of a 12-Hour Shift of 
Sleep Schedule with Benzodiazepines 

Abstract. Normal sleepers underwent sleep recordings and daytime tests of sleep 
tendency, performance, and mood while being shifted 180" in their sleep-wake 
schedule. After two baseline 24-hour periods, subjects postponed sleep until noon. 
For the next three 24-hour periods, they were in bed from 1200 to 2000 and received 
triazolam, jurazepam, or placebo at bedtime in parallel groups. Placebo subjects 
showed signijicant sleep loss after the shift. Active medication reversed this sleep 
loss. Despite good sleep, jurazepam subjects appeared most impaired of the three 
groups on objective assessments of waking function; triazolam subjects were least 
impaired. 

Many people are familiar with the in- 
somnia, disturbed mood, and reduced 
daytime alertness that often accompany 
rapid travel across time zones ("jet-lag") 
o r  sudden changes in sleep schedule (for 
example, shift work). Laboratory studies 
have documented impairments of sleep 
and performance that accompany such 
alterations in sleep-wake schedule (1). In 
particular, Weitzman et al. (2) shifted the 
bedtime of normal subjects 12 hours by 
having them stay awake for a single 
night. Sleep at  the shifted time in bed 
was disturbed, and function during the 
nocturnal waking hours was judged im- 
paired. The results were interpreted as 
the effect of attempting to sleep and to be 
awake in opposition to  the underlying 
circadian rhythm. The same group car- 
ried out a related study (3). After a 
sudden 12-hour phase shift of scheduled 
time in bed, subjects were given a widely 
prescribed hypnotic (30 mg of fluraze- 
pam) at  bedtime. Sleep time and continu- 
ity significantly improved; the quality of 
subsequent wakefulness, however, was 
not improved. This result was interpret- 
ed as evidence that the underlying circa- 
dian rhythm of sleep and wakefulness is 
more important in facilitating daytime 

alertness than the total amount of sleep 
one has had recently. 

Flurazepam has a long-lived active 
metabolite (4) .  More recent studies have 
shown that bedtime ingestion of fluraze- 
pam is followed by daytime sedation and 
performance decrements even in the ab- 
sence of a shift in the sleep-wake sched- 
ule (5, 6). Thus, the impaired wakeful- 
ness following treated sleep may have 
been a carry-over of the sedative effect 
of the drug rather than a circadian effect. 
Elsewhere, we have suggested that if a 
hypnotic drug were free of carry-over 
into the next day, daytime functioning 
should improve as  a result of better sleep 
(6). 

The difficulties in assessing daytime 
function with any of the myriad available 
performance tests have been evaluated 
in recent reviews (7) and will not be 
considered here. The multiple sleep la- 
tency test (MSLT) (8) may be useful as a 
primary measure of improved daytime 
functioning in hypnotic efficacy studies 
because (i) it is a direct measure of an 
electroencephalographic (EEG) state as- 
sociated with reduced alertness and (ii) it 
seems relatively unaffected by practice, 
learning, or fluctuating motivation. This 
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