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Sediment in Great Sippewissett Marsh (13). The 
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while the core is being transferred, Initial sedi- 
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0.3 cm, followed within hours by gradual re- 
bound. No measurements were taken until 24 
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P = 0.52 (t-test), N = 13 (five lysimeters, eight 
wells) over 3 days at one site, August 1982. The 
water table drop in lysimeters was 7 t 6 percent 
( t  standard error) greater than in an adjacent 
marsh in Great Sippewisset Marsh. 
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13. I. Valiela, J .  M. Teal, N. Y. Persson, Limnol. 
Oceanogr. 21, 245 (1976). 

14. J. M: Teal and J .  W. Kanwisher, J. Exp. Bot. 17, 
355 (1966). 

15. Plant biomass at this site is about 2.4 kg m-2 
(dry weight); water content averages about 82 

percent of fresh welght In belowground tlssue 
and about 70 percent In shoots T h ~ s  suggests 
that the volume of plant water at the study slte 
(Fig 1) was about 10 l~ t e r  m-2 

16 M G Huck, B Klepper, H M Taylor, Plant 
Physrol 45, 529 (1970) 

17 M F Aston and D W Lawlor [ J  Exp Bot 30, 
169 (1979)I concluded that water storage tn roots 
smooths fluctuations In the water supply In 
leaves We propose that In S alterniflara water 
loss from root parenchyma Increases the volume 
of aerenchyma, whlch occuples about 60 per- 
cent of the roots of marsh grass [J W H 
Dacey, Oceanus 24 (No 2), 43 (1981)l. 

18 Publlcatlon 5533 of Woods Hole Oceanographlc 
Instltutlon Supported by NSF grants BSR- 
8021741, BSR-8004701, BSR-7905127, and BSR- 
81 19819 We thank the Belle W Baruch Instl- 
tute and J M Teal and I Vallela for use of thew 
experimental plots. * Present address: Biology Department, Woods 
Hole Oceanograph~c Institution, Woods Hole, 
Mass. 02543. 

31 October 1983; accepted 1 March 1984 

Ocean Circulation: Its Effects on Seasonal Sea-Ice Simulations 

Abstract. A diagnostic ice-ocean model of the Arctic, Greenland, and Norwegian 
seas is constructed and used to examine the role of ocean circulation in seasonal sea- 
ice simulations. The model includes lateral ice motion and three-dimensional ocean 
circulation. The ocean portion of the model is weakly forced by observed tempera- 
ture and salinity data. Simulation results show that including modeled ocean 
circulation in seasonal sea-ice simulations substantially improves the predicted ice 
drift and ice margin location. Simulations that do not include lateral ocean movrnent 
predict n much less realistic ice edge. 

The growth, drift, and decay of sea ice 
are closely related to the circulation of 
polar oceans. This is especially true in 
the Greenland and Norwegian seas in 
winter where warm currents flowing 
northward encounter rapidly cooling at- 
mospheric conditions together with sea 
ice advancing southward. In earlier work 
on modeling the seasonal cycle of Arctic 
sea ice, the ocean has been approximat- 
ed by a motionless mixed layer of fixed 
depth (1, 2) with possibly a small con- 
stant heat flux from the deeper ocean, 
and more recently by a one-dimensional 
mixed layer of variable thickness (3). 
This approach has also been used in 
most global-climate-model sensitivity 
studies of the effect of increasing atmo- 
spheric carbon dioxide. 

In this report we examine the domi- 
nant effects of a more realistic treatment 
of the three-dimensional ocean circula- 
tion on seasonal sea-ice simulations. For 
this purpose we have constructed an ice- 
ocean model and used it to carry out a 
series of seasonal simulations of the Arc- 
tic, Greenland, and Norwegian seas. The 
results show that including the ocean 
circulation yields first-order improve- 
ments in the predicted ice margin loca- 
tion and in the ice velocity fields. More- 
over, this improvement in the ice margin 
prediction requires inclusion of the full 
three-dimensional circulation of the 
ocean. 

Our basic approach in this study was 
to couple an existing dynamic thermody- 

namic sea-ice model (2, 5) with a multi- 
level baroclinic ocean model (6). The 
sea-ice model supplies heat flux, salt 
flux, and momentum-exchange bound- 
ary conditions for the top of the ocean. 
The ocean model, in turn, supplies cur- 
rent and heat-exchange information to 
the ice model. Since our main concern 
here is examining the effect of ocean 
circulation on sea ice, mean annual ob- 
served oceanic temperature and salinity 
data (7) are used to weakly force the 
ocean model (all terms that are external- 
ly specified "force" the model) so that 
its equilibrium time scale is similar to 
that of the ice model (3 to 5 years). This 
"diagnostic" (8) method allows the 
ocean model to be relaxed to available 
climatological ocean data, while at the 
same time allowing considerable adjust- 
ment in the upper ocean as a result of the 
effects of ice-ocean interaction. In addi- 
tion, the barotropic mode of the ocean is 
fully simulated so that time-varying cur- 
rents due to surface stress fluctuations 
are part of the model predictions. 

The details of the coupling may be 
outlined as follows. The sea-ice model of 
Hibler (2, 5) is used to calculate ice drift, 
thickness, and compactness. We deter- 
mined the momentum transfer from the 
ocean to the ice (i) by using the ocean 
velocity at the second level as the ocean 
current in the ice calculations (the first 
ocean level of 30-m thickness is a de 
facto mixed layer) and (ii) by allowing 
the surface-pressure term in the rigid-lid 



ocean model to act on the ice in the same is taken to be the "wind stress" term 
manner as sea-surface "tilt" in conven- transferred into the ocean. An important 
tional ice dynamic calculatioas. For the feature of this procedure is that, in gen- 
momentum transfer into the ocean, the eral, the ice will drift in a direction 
force due to ice interaction is explicitly different from the average "Ekman" mo- 
calculated by the ice model and subtract- tion of the upper 30-m layer of the ocean. 
ed from the wind stress. The remainder With regard to thermodynamic ex- 
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Fig. 1. Long-term average simulated and observed drift rates of ice buoys. To convert the drift 
rates to distances, we multiplied by time. The time intervals used were February through 
November for buoys 1901 and 1902, March through September for buoy 1905, May through 
November for buoy 1907, and March through November for the remaining buoys. Also shown 
are the mean surface wind stresses at the buoy locations averaged over the same time interval as 
the drift. 

Siberia Siberia - D ~ a g n o s t ~ c  
- - Mot~onless . . . . . . . No salt 

Fig. 2. (a) February 50 percent concentration limits from the full coupled ice-ocean model and 
for the ice-only model, which includes a fixed-depth mixed layer. The observed limit is taken 
from fleet weather charts (Suitland, Maryland, U.S. Navy) for the end of February. (b) 
Simulated 0.05-m thickness contours for day 360 for the full model, a coupled model with a 
"motionless" ocean, and a coupled ice-ocean model with no salt fluxes due to ice freezing and 
melting. The "motionless" model and the no-salt simulations were run for only 1 year. The 
starting points for these simulations were the ice thickness and ocean fields at the end of the 
fourth year of the full diagnostic model simulation. 

changes, heat transferred by the ocean 
into the upper mixed layer of the ocean is 
used to either melt ice (until the mixed 
layer returns to freezing) or warm the 
mixed layer if no ice is present. The ice 
model in turn is used to calculate energy 
exchanges with the atmosphere, based 
on the use of a complete surface heat 
budget (2). For salt fluxes, the amount of 
melting or freezing of ice is used to 
supply a salt flux into or out of the ocean 
(9). Because the ice model includes ad- 
vection, the annual average salt fluxes at 
given locations will differ substantially 
from zero. 

Fourteen vertical levels are used in the 
ocean model, with deeper levels having 
increasing thickness. Bottom topogra- 
phy is resolved by the use of differing 
numbers of vertical levels at different 
locations. The diagnostic forcing (10) to 
observed data is done at all but the upper 
level of the ocean with a uniform 3-year 
relaxation time. In addition, at lateral 
boundaries of the ocean without land 
(11), all levels of the ocean are forced 
with a 30-day relaxation time over sever- 
al grid cells closest to the boundary. This 
procedure follows techniques deter- 
m~ned by Sarmiento and Bryan (12). To 
simulate river runoff, river inflow was 
specified seasonally at various boundary 
locations; this procedure yielded mean 
annual river runoff identical to that used 
by Semtner (13) in a prognostic (or pre- 
dictive) simulation of the Arctic Ocean 
without explicit sea ice. 

To force the ice-ocean model, daily 
time-varying atmospheric pressure from 
the First GARP (Global Atmospheric 
Research Program) Global Experiment 
(FGGE) year (December 1978 to No- 
vember 1979), together with monthly 
mean climatological temperature and hu- 
midity fields, were used (14). Empirical 
long- and shortwave radiation calcula- 
tions (2) were used in conjunction with 
these atmospheric data to drive the ther- 
modynamic portion of the model. 

The horizontal resolution was taken to 
be 1.45" for the ocean model and 160 km 
for the ice model. The ocean model was 
formulated in a spherical grid system 
with the equator of the grid system going 
through the north geographical pole. The 
ice model was formulated in a rectangu- 
lar grid. However, because of this partic- 
ular spherical projection, there was little 
difference between the ice model grid 
and the ocean model grid (specifically, 
the ice advection terms will yield slight 
errors in the heat and salt exchanges). In 
light of the diagnostic forcing of the 
ocean, these small differences were not 
felt to be critical. 

To obtain seasonally varying equilibri- 

SCIENCE, VOL 224 



um results, we integrated the coupled 
model for 5 years, using 1-day time 
steps. For  comparison, a 5-year simula- 
tion was also carried out with an ice-only 
model, which included only a motionless 
fixed-depth, 30-m mixed layer and no 
ocean currents. In addition, to  examine 
the role of different processes, 1-year 
sensitivity simulations without surface 
salt fluxes and without ocean currents, 
respectively, were carried out. 

Some of the main results from the 
model simulations are shown in Figs. 1 
through 3. Figure 1 compares observed 
ice buoy (15) drift to simulated results 
both with and without inclusion of the 
ocean model. Although of considerable 
magnitude, the ocean currents account 
for less than 50 percent of the net ice 
drift. Although not apparent from Fig. 1 ,  
more detailed analyses show that both 
the ice motion and current structure 
have considerable temporal variabili- 
ty; the ice motion varies everywhere, 
whereas the main current variability is in 
shallower regions or near rapid topo- 
graphic variations. 

The main overall effect of the ocean 
model on the predicted ice drift is to  
substantially increase the East Green- 
land ice drift and to create more of a 
transpolar drift in the Arctic Basin. Basi- 
cally, inclusion of the complete ocean 
model consistently improves the predic- 
tion of turning angles and especially im- 
proves the simulated drift direction and 
the magnitudes of ice drift in the East 
Greenland Sea. Specifically, for the drift 
vectors shown in Fig. 1, the average 
turning angle error in the full model is 23" 
as compared to 38" for the ice-only mod- 
el. The drift magnitudes also show an 
improvement, with a cumulative error of 
45 percent for the full model a s  com- 
pared to 58 percent for the ice-only mod- 
el. The remaining errors in the simulated 
drift rates are probably due to  the neglect 
of interannual variability (ice thicknesses 
from an earlier year can affect the ice 
interaction in a subsequent year), o r  
more likely to  errors in the mean annual 
wind stress. For  example, the mean an- 
nual wind stresses differ substantially 
from the net observed ice drift (Fig. 1). 

Probably the most noticeable effect of 
the modeled ocean circulation is to great- 
ly improve the ice margin simulation 
(Fig. 2a). This improvement in the loca- 
tion of the ice margin is due to large 
amounts of oceanic heat that flows from 
the deeper ocean into the upper mixed 
layer in this region (Fig. 3). This heat 
flux occurs primarily in winter, and anal- 
ysis shows that much of the enhance- 
ment is due to deep convection, which 
brings up warm water and prevents ice 

Greenland 

Fig. 3.  Average annual heat gained by the upper layer of the ocean from the deeper ocean and 
by lateral heat transport. The contours are in terms of the melting capacity of the heat (in meters 
of ice per year). A melt rate of 1 m of ice per year is equivalent to 9.57 W m-*. 

formation in early winter. This convec- 
tion accounts for the absence of ice in 
the full-model simulation far from the ice 
margin. 

Near the ice margin where salt fluxes 
due to  ice melting occur, a similar phys- 
ics applies. But the precise location of 
the ice edge becomes more sensitive to  
the surface salt balance and to lateral 
effects in the oceanic circulation. Sensi- 
tivity simulations (Fig. 2b) indicate that 
the freshwater flux from melting at  the 
advancing ice edge tends to  seal off the 
ice margin to  upward oceanic heat flux 
and allows a further advance than would 
occur otherwise. Moreover, a sensitivity 
simulation without lateral motion in the 
ocean (Fig. 2b) tends to  produce a more 
excessive edge at the end of 1 year as  the 
lateral transport of heat both to  the deep 
and to the shallow layers is missing. This 
latter result demonstrates the difficulty 
that arises from the use of a one-dimen- 
sional model alone to  simulate the sea- 
sonal cycle of sea ice. 

A particularly notable feature of these 
results is the very large value of the 
oceanic heat flux (see Fig. 3) in the 
Greenland and Norwegian seas and the 
complex way in which this heat flux 
varies in space and time. These results 
underscore the need for the inclusion of 
a full ocean model in seasonal sea-ice 
simulations. 

These simulations also provide a chal- 
lenge to prognostic ocean models. The 
realistic results obtained here are due in 

part to  the diagnostic forcing. T o  sustain 
these large heat losses in a fully prognos- 
tic ocean model requires very substantial 
northward heat transport. Whether such 
transports can be successfully simulated 
remains to be seen. 

The sensitivity of these simulations to  
salt fluxes from the ice amplifies the 
need for more detailed examination of 
the processes dictating the advance and 
retreat of the ice margin and for the 
development and verification of more 
realistic boundary layer formulations 
(16) than used here. Such work is cur- 
rently under way in the Marginal Ice 
Zone Experiment (MIZEX) ( l n .  
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Early Land Animals in North America: Evidence from 

Devonian Age Arthropods from Gilboa, New York 

Abstract. A new fossil site near Gilboa, New York, is one of only three where 
fossils of terrestrial arthropods of Devonian age have been found. The new Gilboan 
fauna is younger than the other two but richer in taxa. Fragmentary remains and 
nearly whole specimens assigned to Eurypterida, Arachnida (Trigonotarbida, Aran- 
eae, Amblypygi, and Acari), Chilopoda [Craterostigmatomorpha(?) and Scuteriger- 
omorpha(?)], and tentatively to Insecta (Archaeognatha) have been found. The 
centipedes and possible insects may represent the earliest records known for these 
groups. 

Although the earliest records of terres- 
trial animal life occur in the Silurian, the 
record is sparse (I, 2). Silurian and De- 
vonian fossil scorpions, long held to be 
the earliest land animals, have now been 
shown to have been fully aquatic and to 
have shared the marine or brackish sub- 
littoral zone with their close relatives, 
the eurypterids ( 3 , 4 ) .  On the other hand, 
some xiphosurans (5) and a few euryp- 
terids (4) had adaptations suggesting that 

they were capable of brief excursions on 
land. There is weak evidence for land 
animals in the Silurian, consisting of 
fragmentary remains of millipede-like 
myriapods, including Necrogammarus 
of Ludlow time, formerly interpreted as 
a crustacean. Genuine myriapods appear 
first in the Scottish Old Red Sandstone, 
the relevant part of which now appears 
Silurian (Upper Pridoli), rather than De- 
vonian, as had been presumed (2). Land 

plants had begun to emerge in the Siluri- 
an as well (6), but records are relatively 
scarce until Devonian time, when a com- 
plex flora of rhyniophytes, zostero- 
phylls, trimerophytes, lycopods, and 
progymnosperms was abundantly pre- 
served. 

A rich deposit of plant fossils was 
discovered in 1971 in lenses in the Pan- 
ther Mountain Formation near Gilboa, 
New York, during excavations for the 
Blenheim-Gilboa pumped storage proj- 
ect (7, 8). The fossil-bearing rocks, fine- 
grained black mudstone, were deposited 
in the Middle Devonian "Catskill Delta" 
in the Tioughniogan Stage of the Erian 
Series, corresponding to the Middle Gi- 
vetian in Europe, about 376 to 379 mil- 
lion years old (9). 

Material of a new lycopsid, Leclercqia 
complexa, was recovered by hydrofluor- 
ic acid digestion (8). During the prepara- 
tion of material, hundreds of fragments 
were discovered that appeared to be 
arthropod cuticles, as well as several 
whole and partial specimens of identifi- 
able arthropods. We ruled out the possi- 
bility of recent contamination because of 
(i) the presence of extinct or extopic 
taxa, o r  both; (ii) the extensive and char- 
acteristic alteration of the remains; and 
(iii) the ordinary precautions taken to 
exclude contamination by recent plant 
material such as spores and pollen. Be- 
cause arthropod remains have been 
found only in association with the leafy 
axes of L .  complexa, we hypothesized 
that mats of these stems acted as filters, 
removing remains and exuviae of small 
arthropods from the water percolating 
through them. 

The mode of preservation of these 
arthropod fossils is unusual. Flattened 
almost to two dimensionality, the fossils 
are translucent and appear to retain 
many characteristics of unaltered cuticu- 
lar material. They are flexible and tough 

Table 1. Devonian localities yielding terrestrial animal remains. 

Locality and age 

Alken an der Mosel 
Lower Emsian 

(3, 4)  

Rhynie 
Upper Emsian? 

( 2 )  

Gilboa 
Givetian 

Aquatic or 
amphibious fauna Terrestrial fauna Plants Deposition and habitat 

Many eurypterids, a Two possible genera of trigon- Lycopsids and psilop- Fine-grained black shale 
possible merostome, otarbids, one arthropleurid, sids laid down in standing wa- 
one aquatic scorpion one unidentified arthropod, ter; shallow brackish la- 

one possible spider goon with emergent and 
marginal vegetation 

One lepidocarid crus- Three or more possible species Bog- or peat-forming Bog or lake margin; sud- 
tacean, possible of trigonotarbids, one mite, algae and lycop- denly flooded by hot si- 
merostome one (unlikely) spider, one sids licified water, producing 

collembolan, unidentified chert 
chitinous jaws 

Probable eurypterid Two or more trigonotarbids, Terrestrial progym- Delta deposit of black mud- 
two centipedes, one mite, nospermopsids stone; material transport- 
possible amblypygid, one and lycopsids ed, probably not far; no 
spider, undetermined arach- evidence of tidal deposi- 
nids, possible insects tion 
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