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Building R & D 
Policy from Strength 

Roland W. Schmitt 

About 5 years ago you could not open 
a news magazine without reading a title 
like "Vanishing innovation" or "Has 
America lost its edge?" or "The declin- 
ing power of American innovation." To- 
day you cannot open the same magazine 
without seeing the face of Steve Jobs of 
Apple, Dan Fylstra of VisiCorp, or No- 
lan Bushnell, who founded Atari and has 
already moved on through two other 
ventures. And when people from other 
countries, such as Adam Osborne of 
Britain or Jesse Awieda, who was born 
in the Middle East, or K. P. Hwang of 

rush into new dimensions of policy for 
industrial innovation, we need to remind 
ourselves of our own sources of competi- 
tive advantage and our indigenous 
strengths. 

A Supporting Environment 

We have the building blocks for strong 
national leadership in innovation. I have 
already alluded to one of these building 
blocks-our ability to generate fast- 
growing high-technology firms. The cli- 

Summary. Many proposals have been made for new initiatives in our nation's 
research and development system. But before rushing into untried approaches, we 
need to look to the foundations of the system that has worked so well for us in the 
past. We have a climate for venture capital that has never been better; the world's 
greatest research universities; an industrial base that is moving aggressively into high 
technology, spurred by competition; and a defense effort that can be a major asset to 
civilian R & D. We should build our future by understanding and using these existing 
strengths. 

Korea, want to start their own computer 
companies, they come to the United 
States (1). 

A great deal is said these days about 
the changes hnd new initiatives needed 
in this country's policies for stimulating 
high technology and industrial competi- 
tiveness. We hear about how the Japa- 
nese and Germans do it, about the need 
for large federally funded, industrial 
R & D programs, the need to unleash the 
national laboratories to perform R & D 
for industry, the need for new tax incen- 
tives for industrial R & D, and so on. All 
these represent changes in the way we go 
about pursuing technology development 
and industrial innovation (2). 

But before we rush off into new and 
untried approaches, we need to look at 
the fundamentals of the system that has 
worked so well for the United States in 
the past. We need to make sure that 
these foundations are maintained in a 
healthy state and that any changes we 
make are built on them. In our preoccu- 
pation with foreign competition and our 

mate the United States presents today to 
entrepreneurs is certainly one of our 
greatest strengths. So we should ask how 
to strengthen it further and how to build 
on it. 

One answer that has been proposed is 
tax incentives for venture capitalists (3). 
But I question whether blanket incen- 
tives to increase the amount of venture 
capital are really needed. In total, there 
is a great deal of venture capital seeking 
opportunities in the United States today. 
East Coast venture capitalists establish 
offices on the West Coast, West Coast 
ones establish them on the East Coast, 
U.S. firms even establish offices in Lon- 
don and Paris-all looking for opportuni- 
ties to invest. In addition, R & D limited 
partnerships, which are available to 
start-up companies as well as established 
ones, provide another source of venture 
capital. The overall availability of ven- 
ture capital is not our chief limitation (4). 

Rather, the limitation in many places 
is the absence of a strong climate for 
nurturing new ideas and entrepreneur- 

learned from the great successes of the 
past: Route 128 and Stanford's Silicon 
Valley. They demonstrate that growth of 
high-technology firms only occurs in the 
context of a supporting environment, an 
environment with a strong technical in- 
frastructure and a general air of excite- 
ment about converting good ideas into 
successful businesses. 

Awareness of this fact is spreading to 
many campuses, many states, and many 
localities. In fact, there is hardly a state 
in this country that is not putting in place 
programs to develop such supporting en- 
vironments (5). New York State, for 
example, has taken new steps through its 
Science and Technology Foundation to 
activate and stimulate the many educa- 
tional and financial resources within its 
borders. California, Massachusetts, 
North Carolina, and many other states 
also have organizations to stimulate 
high-technology economic development 
(6). 

Skeptics argue that the states are over- 
reacting, that they will begin to compete 
with each other for the relatively scarce 
people with ideas good enough to turn 
into new ventures. But I disagree. What 
is scarce is not the potential for good 
ideas, but the supporting environment. 
In my view, the many efforts by states 
and localities represent exactly the right 
approach. 

One interesting initiative is the Incuba- 
tor Program (7) at Rensselaer Polytech- 
nic Institute (RPI). It is based on the 
premise that one of the main obstacles to 
the growth of small, high-technology 
firms is the lack of a supporting environ- 
ment during the crucial period between 
conception of an idea and its develop- 
ment to the point where it can be taken 
to the venture capitalist. All too often, 
the potential entrepreneur is forced to 
work on his ideas during this period in 
his spare time in a garage or basement 
workshop. As a result, many good ideas 
are never developed. 

The RPI program and others like it are 
intended to fill this gap and offer a sup- 
porting environment in which good ideas 
can be incubated. Potential entrepre- 
neurs pay RPI a low rent, in return for 
which they receive office space on cam- 
pus and access to the RPI technical 
envii-onment, including its facilities and 
libraries. In addition, they are able to 
consult with the faculty, hire students to 
do support work, and obtain free assist- 
ance in putting together a business plan 
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and approaching venture capitalists. The 
program costs very little. But it is aimed 
at that stage of the innovation process in 
which small expenditures can make a big 
difference. It is an imaginative policy 
tool, and it is already at work. 

Our Research University System 

The incubator program also illustrates 
how, with a little imagination, we can 
find new ways to use a second major 
building block of R & D policy-and one 
of this nation's oldest and greatest 
strengths-our system of research uni- 
versities. It is encouraging to see that all 
elements of the political spectrum recog- 
nize the importance of these research 
universities and are calling for the steps 
necessary to maintain their vitality, in- 
cluding large increases in federal budgets 
for R & D, such as the 18 percent in- 
crease proposed for the 1984 National 
Science Foundation (NSF) budget (8). 
But the needs of our research universi- 
ties-better faculty salaries, new facili- 
ties and equipment, more funds for re- 
search and for graduate student and 
postdoctoral support-will not be met by 
a one-shot approach. It will not be easy 
to attract faculty members and graduate 
and postdoctoral students back into aca- 
demia, especially in the engineering dis- 
ciplines. It will require a sustained effort 
for many years. 

One additional approach is to give 
universities high priority in the competi- 
tion for federal funds for basic research. 
In particular, the universities should not 
be put in competition with the national 
laboratories for funding, as quite a num- 
ber of universities now perceive them- 
selves to be. When federal basic re- 
search funds flow to universities, several 
objectives are achieved simultaneously. 
The research is performed; graduate stu- 
dents are trained through their participa- 
tion in the research; graduate depart- 
ments are able to attract better faculty 
with the lure of large research projects; 
and the growing financial pressure on 
universities is eased somewhat, since 
part of the federal funds support over- 
head, faculty salaries, student stipends, 
and research instrumentation. If we are 
seriously concerned about the health of 
our universities, we should maximize the 
amount of federal funds for basic re- 
search that they receive. 

Another approach to technology de- 
velopment that builds on resources al- 
ready in place in the university system is 
the university-industry research arrange- 
ment. There has been a great deal of 
activity in this area in the past few years, 

and it is now hard to find a major univer- 
sity that does not have some sort of new 
institutional arrangement with industry 
(9). We have research parks, industry 
afiliate programs, industry-supported 
research institutes, and cooperative ill- 
dustrial associations that fund university 
research-a variety of arrangements that 
have grown in response to the competi- 
tion from abroad and the need to 
strengthen our technological leadership. 
Again, the institutional arrangements are 
built from the bottom up. This trend has 
not been created through intervention by 
the federal government. It has existed 
for decades, although some of the ideas 
and arrangements are new. The United 
States already has a greater tradition of 
effective industry-university cooperation 
than any other nation. 

Of late, this has sometimes been a 
troubled relation in the area of biotech- 
nology. The contrast between the 
smooth university spin-offs in microelec- 
tronics and computer technology and the 
troubled ones in biotechnology puzzled 
me. But a venture capitalist friend, who 
has invested in some of the biotechnolo- 
gy start-ups, pointed out that these firms 
are still largely in the research stage and 
making their money on research con- 
tracts, not on specific product ideas like 
those that led to so many successful 
microelectronics ventures. So there are 
new issues in this type of industry-uni- 
versity relation that have to be ad- 
dressed. 

Industrial R & D Capability 

Let us turn now to another of our 
strengths-our industrial R & D capabil- 
ity. In this area some of the most ambi- 
tious proposals for major new changes 
are being made. One set of proposals 
calls for strengthening the incentives for 
industrial R & D (10). We have already 
made significant gains in this area 
through the R & D tax credit and the 
provisions for faster capital cost recov- 
ery. But as we consider these and other 
changes, we ought to keep their potential 
benefit in perspective. 

There already exists in this country an 
incentive for technological innovation 
that is far more effective than any incen- 
tives that might be created by new gov- 
ernment policies. It is called competition 
in open markets-competition with the 
Japanese, competition with the Ger- 
mans, competition among ourselves- 
and it is the most important incentive for 
investment by industry in R & D. It is 
the reason that any firm invests in R & D 
and the reason that R & D spending in 

industry has increased so rapidly that it 
now exceeds federal R & D spending. 

That R & D is not going solely into the 
creation of new high-technology indus- 
tries, as important as they are. It is also 
going into the use of advanced technolo- 
gy to revitalize our core and service 
industries-into the development of new 
integrated power semiconductors to 
make motors more efficient, robots to 
build appliances more productively, and 
computer-based expert systems to help 
repairmen do their job better. So as we 
consider tax incentives and changes in 
patent policy, we should keep in mind 
that the single most effective incentive 
for industrial R & D is market-driven 
competition. 

Furthermore, when we consider the 
many proposals for federal intervention, 
such as federally funded industrial 
R & D centers, we should remember the 
failures of the past. In particular, we 
should avoid a repetition of the energy 
R & D syndrome of the 1970's, when we 
poured billions of dollars into the devel- 
opment of energy technologies intended 
for a market that could not absorb them. 
In successful industrial R & D labora- 
tories, the greatest challenge is transfer- 
ring technology from the laboratory into 
new or ongoing businesses, even when 
the laboratory and the business reside in 
the same firm. Transferring technologies 
between institutions from different sec- 
tors of the economy-from the govern- 
ment to industry, for example-is much 
harder (1 1). 

So let me propose a very simple princi- 
ple to guide our thinking about federally 
supported industrial R & D: the motiva- 
tion for the work must come from the 
firms that would ultimately use the tech- 
nology to be developed. Unless the fed- 
eral government is itself the ultimate 
customer, it should support industrial 
R & D only when the firms that would 
use the results of that R & D have initiat- 
ed the project, express a clear need for 
help, and back up that expression of 
need with substantial investment of their 
own funds. 

As an example of what I mean by a 
clear expression of need, consider the 
recently formed consortium of electron- 
ics firms, the Microelectronics and Com- 
puter Technology Corporation (12). The 
consortium is not receiving federal fund- 
ing, but it represents a case in which 
firms in an industry perceive an R & D 
need and commit themselves to meeting 
that need. Admiral Bobby Inman, the 
consortium's director, estimates that the 
first year's budget will be at least $75 
million, and these funds will come from 
the member firms themselves. It is this 
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kind of commitment that is required for 
successful technology transfer and that 
is often missing when the federal govern- 
ment rushes to fill a supposed gap in 
industrial R & D. If the intended recipi- 
ents of the technology are not interested 
enough to provide a sizable portion of 
the funds, chances are that the R & D 
will not be transferred to industry. 

Defense-Related R & D 

There is one area, though, where gov- 
ernment and industry have a good record 
of successful technology transfer: where 
the government itself is the prime cus- 
tomer. The leading example here is na- 
tional defense, the last of the building 
blocks of technology policy that I will 
discuss. Large defense budgets are a fact 
of life, and the part of these expenditures 
that supports R & D could be a great 
asset to the commercial and industrial 
sectors of our economy. 

Some Americans look with envy on 
Japan's cooperative government-spon- 
sored program on very-large-scale inte- 
grated circuits. But we have a program 
that should make the Japanese envy us, 
if we use it well-the very-high-speed 
integrated circuit (VHSIC) program (13). 
It is aimed at the next generation of 
microelectronics and at making sure that 
the circuits created in that next genera- 
tion can be widely used in military sys- 
tems. Already contracts totaling $165 
million have been granted to a dozen 
companies and one university, and the 
participants are matching each dollar 
they get from the government. By the 
time the program is finished, it could 
well involve total expenditures (public 
plus private) on the order of $1 billion. 

The VHSIC program builds on a suc- 
cessful tradition in this country, one that 
began with aircraft engines, computers, 
and semiconductors. Defense dollars are 
used to develop generic technologies 
that have widespread, important civilian 
applications. Consider supercomputers, 
for example. The report of a recent NSF 
study of large-scale computing in science 
and engineering points out the growing 
possibility that the United States will 
lose the lead in supercomputers to Japan 
(14). It proposes as a national goal the 
development of a computer able to per- 
form 100 to 1000 times as many calcula- 
tions per second as today's fastest com- 
puter. And it indicates the wide range of 
fields, from quantum theory to comput- 
er-aided engineering, that would benefit 
in a major way from this capability 

Supercomputers are vital to such na- 
tional security needs as cryptography 
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and weapons system design. They would 
also enable industry to model things that 
cannot be modeled today. This could 
lead to new types of airfoils and aircraft 
with reduced drag, turbines and engines 
with sharply increased efficiency, im- 
proved oil exploration and better utiliza- 
tion of known resources, better under- 
standing of crack initiation and propaga- 
tion in alloys, new ways to design parts 
from plastics, new techniques in comput- 
er-aided engineering, advances in theo- 
retical physics and chemistry, better 
weather prediction, perhaps dramatical- 
ly improved materials designed from ba- 
sic theoretical principles, and many 
more applications. 

Supercomputers are a prime example 
of a technology in which defense can 
take the lead. They would clearly benefit 
the military, but at the same time they 
would give U.S. computer firms the op- 
portunity to advance the state of the art 
in ways that most of them cannot afford 
at this point, because even though such 
computers are important, the civilian 
market for them is not large. 

Dual-Use Technology 

I realize that what I am advocating 
here appears to fly in the face of concern 
over loss of technology to the Eastern 
bloc, so let me address that issue. First, 
there is the question of so-called dual- 
use technology-technology with both 
civilian and military applications. The 
prevalence of this dual-use technology is 
usually cited as the reason for clamping 
down on civilian technology (15). 

But the concept of dual-use technolo- 
gy is misleading: at a sufficiently funda- 
mental level, all science and technology 
is dual-use. Certainly, there is wide- 
spread generic technology that has both 
civilian and military uses, but it must be 
extended and specialized for specific 
military applications. I believe that alto- 
gether adequate protection of military 
technology is available at the applica- 
tion-specific level. This should make it 
possible to protect the specific military 
use while leaving the underlying generic 
technology free for civilian use. For ex- 
ample, to counteract the Soviets' pro- 
pensity to "reverse-engineer" microcir- 
cuits which they illegally acquire, I be- 
lieve technology might be developed to 
permit a military form of microelectron- 
ics that would be virtually immune to 
back-engineering. Certainly, this is 
worth a serious look. 

As another example, surely the tech- 
nology for protecting military circuits 
against radiation damage can be classi- 

fied and used exclusively for military 
applications without encumbering the 
underlying generic technology of micro- 
electronics for advanced commercial ap- 
plications. And there must be many 
more examples of ways in which dual- 
use generic technologies can be special- 
ized for military applications while leav- 
ing the basic technologies relatively free. 
This strategy would be far more desir- 
able than the alternative of interfering 
with our underlying ability to generate 
new technology. 

That ability depends far more than 
nontechnologists understand on leaving 
technical groups and individuals as free 
as possible from bureaucratic controls of 
any sort-even those imposed for osten- 
sible security reasons. The "protection" 
of technology implies its regulation, and 
regulation implies slowing down the gen- 
eration of technology. 

Why is the United States so good at 
developing the technology that the Sovi- 
ets want, and why are the Soviets so 
poor at it? I submit that the answer has 
much to do with the oppressive bureauc- 
racy with which the Soviet technologist 
has to deal. Do we now want to encum- 
ber our system in the same way? In 
particular, do we want to bring the part 
of our system that is working well to a 
halt without correcting the part of it- 
namely military-specific development 
and deployment-that may already be 
working less effectively than the Sovi- 
ets'? It is ironic that one would even 
think it necessary to regulate the part of 
the system where we are clearly beating 
them in order to correct the part where 
they are threatening us. 

Conclusions 

On that note, let me sum up. We have 
today in America the basic building 
blocks we need to regain technological 
leadership. We have a climate for ven- 
ture capital that has never been better; 
the world's greatest university system; 
an industrial base that is moving ag- 
gressively into high-technology areas, 
spurred by competition; and a defense 
effort that, in this era of dual-use tech- 
nology, can be an enormous asset. 

We need to become more aware of 
these strengths, to nurture the ones that 
are emerging, and to strengthen the ones 
that are full-grown and protect them 
against well-meaning but misguided as- 
saults in the name of protecting domestic 
industry or in the name of military secur- 
ity. None of the policies I have heard 
talked about under the name technology 
policy can have nearly as much effect on 
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the future as the strengths we already 
have. While being receptive to new 
ideas, we must not forget what we al- 
ready have. We must build our future bv 
identifying, understanding, and using our 
existing strengths. 
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Separation of Signal Transduction and 
Adaptation Functions of the Aspartate 

Receptor in Bacteria1 Sensing 

Andrew F. Russo and Daniel E. Koshland, Jr. 

Cells can respond to external stimuli chemotaxis offers a particularly useful 
by processes initiated upon binding of an system to study. The receptor gene has 
effector to a membrane-bound receptor, been cloned, and the purified protein has 
In many sensory systems, the cells not been reconstituted into artificial mem- 
only respond but also adapt to the stimu- branes (5). The gene has been mapped 
lus. In at least two systems, bacterial and identified as the tar gene (6). The 
chemotaxis (1, 2) and vision (3) ,  this protein is known to be multiply methyl- 

Abstract. In order to investigate the functions of stimulus recognition, signal 
transduction, and adaptation, the aspartate receptor gene for bacterial chemotaxis 
in Salmonella typhimurium has been sequenced and modijed. A carboxyl-terminal 
truncated receptor was shown to bind aspartate and to transmit a signal to change 
motility behavior. However, the truncated receptor showed greatly reduced methyl- 
accepting capacity, and did not allow adaptation to the sensory stimulation. The 
separation of receptor functions by alteration of primary structure emphasizes that 
the receptor is directly involved in adaptation and is not solely a device for 
transmitting a signal across a membrane. 

adaptation is associated with covalent 
modification of the receptor. In a third 
adaptive system, the acetylcholine re- 
ceptor, phosphorylation has been ob- 
served, but its function is not yet known 
(4). Thus a receptor can transduce a 
signal from the outside to the inside of a 
cell and facilitate sensory adaptation 
through covalent modification during 
signal transduction. 

To understand these processes, the 
aspartate receptor involved in bacterial 

ated (7) by a transferase (a), and demeth- 
ylated by an esterase (9), both of which 
are encoded by chemotaxis genes. The 
degree of receptor methylation can be 
followed by means of in vivo and in vitro 
labeling techniques (8, 10, 11). 

It seemed that altering this receptor 
might clarify the relationships between 
its structure and the functions of stimu- 
lus recognition, signal transduction, and 
adaptation. Our first step was to obtain 
the complete sequence of the aspartate 
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receptor from Salmonella typhimurium. 
Having the sequence, we could system- 
atically alter specific regions of the gene 
to generate new receptors for study both 
in vivo and in vitro. The first results of 
our investigation are reported here. 

Sequence and properties of the aspar- 
tate receptor. The receptor gene has 
previously been localized within an 
Eco RI restriction fragment cloned into 
pBR322 (12). A subclone pRK41 con- 
taining the gene on a 2.35-kilobase Cla I 
fragment was used to obtain unique frag- 
ments for sequence determination. The 
method of Maxam and Gilbert (13), with 
minor modifications (14), was used for 
sequencing. A combination of 3'- and 5'- 
end labeling techniques allowed com- 
plete sequence determination on both 
strands. 

The nucleotide sequence, and the ami- 
no acid sequence deduced from it, are 
shown in Fig. 1. The gene contains 1656 
nucleotides and codes for a 59,416-dal- 
ton protein, which agrees with the mo- 
lecular weight deduced from polyacryl- 
amide gels (1, 2). Since the amino termi- 
nus is blocked, the NH2-terminal amino 
acid sequence could not be determined 
directly (15). The terminus shown in Fig. 
1 was deduced from correlation with the 
purified protein amino acid composition, 
especially the complete absence of cys- 
teine residues (15). Furthermore, up- 
stream from the assigned amino termi- 
nus, the nucleotide sequence (from -6 
to -12) closely resembles the Shine- 
Dalgarno ribosome binding site (16). 

The receptor has an average hydro- 
phobicity index comparable to that of 
soluble proteins (17) [2.4 kJ per mole of 
residue, calculated as described by Gil- 
son et al. (131. If the receptor sequence 
is further examined by the method of 
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