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Expert Systems Research 
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Few areas of research have been as cause they address problems normally 
exciting, promising, or bewildering as thought to require human specialists for 
artificial intelligence (AI). After 25 years their solution (2). Some of these pro- 
of use, the very name-combining as it grams have reached expert levels of per- 
does a highly immodest ambition with a formance on the problems for which they 

Summary. Artificial intelligence, long a topic of basic computer science research, is 
now being applied to problems of scientific, technical, and commercial interest. Some 
consultation programs, although limited in versatility, have achieved levels of perform- 
ance rivaling those of human experts. A collateral benefit of this work is the 
systematization of previously unformalized knowledge in areas such as medical 
diagnosis and geolc?gy. 

suggestion of deceit-still has the power 
to provoke controversy. 

Research in A1 has several goals. One 
is the development of computational 
models of intelligent behavior, including 
both its cognitive and perceptual as- 
pects. A more engineering-oriented goal 
is the development of computer pro- 
grams that can solve problems normally 
thought to require human intelligence. 

These are ambitious aims, and neither 
has been achieved in any general sense. 
However, the research efforts have led 
to a substantial body of theory and tech- 
niques (I). In addition, during the past 10 
years serious efforts have been made to 
apply A1 to practical problems such as 
speech recognition, language under- 
standing, image analysis, robotics, and 
consultation systems. Judged in strictly 
practical terms, the successes achieved 
to date have been modest. However, 
they hold great promise, and the applica- 
tion of A1 methods to practical problems 
is attracting widespread interest. 

This article concerns a class of A1 
computer programs intended to serve as 
consultants for decision-making. They 
are often called "expert systems" be- 

were designed. We will describe these 
accomplishments as well as identify 
some difficult problems that must still be 
solved to realize their benefits in prac- 
tice. 

Historical Background 

The goal of much of science has been 
to obtain quantitative descriptions of 
natural phenomena. Early in their train- 
ing, most scientists encounter Lord Kel- 
vin's characterization of scientific 
knowledge: 
When you can measure what you are speaking 
about, and express it in numbers, you know 
something about it; but when you cannot 
measure it, when you cannot express it in 
numbers, your knowledge is of a meager and 
unsatisfactory kind: it may be the beginning of 
knowledge, but you have scarcely, in your 
thoughts, advanced to the stage of science. 

Unfortunately, not all natural phenom- 
ena can be expressed well in numbers. In 
particular, symbolic rather than numeri- 
cal operations seem to characterize cog- 
nitive activities, such as planning, prob- 
lem-solving, and deduction. Serious 
work on A1 began when it was realized 

that digital computers are not just fast 
adding machines, but are general-pur- 
pose processors of symbols, potentially 
capable of being programmed to exhibit 
such intelligent behavior (3). To support 
this view, A1 researchers wrote pro- 
grams to solve well-defined problems 
that had a distinctly nonnumerical char- 
acter-programs that could play games, 
solve puzzles, perform symbolic integra- 
tion, and even prove simple theorems in 
algebra, geometry, and symbolic logic. 
Among the important techniques that 
emerged were general methods for repre- 
senting information in symbolic data 
structures, general methods for manipu- 
lating these structures, and heuristics for 
searching through them (4). 

Although these results supported the 
theoretical possibility of machine intelli- 
gence, they fell far short of providing a 
basis for constructing programs that 
could solve complex practical problems. 
The early hope that a relatively small 
number of powerful general mechanisms 
would be sufficient to generate intelligent 
behavior gradually waned. When signifi- 
cant problems were addressed, it was 
often discovered that problem-indepen- 
dent heuristic methods alone were inca- 
pable of handling the sheer combinatori- 
a1 complexity that was encountered. 
Similarly, general problem-solving tech- 
niques confronted with imprecisely stat- 
ed "problems," uncertain "facts," and 
unreliable "axioms" were found to be 
inadequate to the task. 

When it was asked how people were 
able to devise solutions to these prob- 
lems, a frequent answer was that people 
possess knowledge of which the pro- 
grams were wholly innocent. This 
knowledge is employed in a variety of 
ways-in clarifying the problem, sug- 
gesting the kinds of procedures to use, 
judging the reliability of facts, and decid- 
ing whether a solution is reasonable. 

The growing recognition of the many 
kinds of knowledge required for high- 
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performance reasoning systems changed 
the shape of A1 research. In the words of 
Goldstein and Papert (5), 

Today there has been a shift in paradigm. The 
fundamental problem of understanding intelli- 
gence is not the identification of a few power- 
ful techniques, but rather the question of how 
to represent large amounts of knowledge in a 
fashion that permits their effective use and 
interaction. . . . The current point of view is 
that the problem solver (whether man or 
machine) must know explicitly how to use its 
knowledge-with general techniques supple- 
mented by domain-specific pragmatic know- 
how. Thus, we see A1 as having shifted from a 
power-based strategy for achieving intelli- 
gence to a knowledge-based approach. 

Expert Systems 

The development of expert systems 
programs is one of the results of this shift 
to a knowledge-based approach (6). Par- 
adoxically, it has proved much easier to 
emulate the problem-solving methods of 
some kinds of specialists than to write 
programs that approach a child's ability 
to perceive, to understand language, or 
to make "commonsense" deductions. 
Many human experts are distinguished 
by their possession of extensive knowl- 

edge about a narrow class of problems. It 
is this very limitation that makes it feasi- 
ble to provide a computer program with 
enough of the knowledge needed to per- 
form those tasks effectively. 

The simplest and generally most suc- 
cessful expert systems are classification 
programs. Designed to be used in a well- 
defined context, their purpose is to 
weigh and balance evidence for a given 
case to decide how it should be catego- 
rized. Differential diagnosis is a classical 
medical example of such a problem. Al- 
though it is far from simple to do differ- 
ential diagnosis well, the fact that much 
of an expert's knowledge concerns spe- 
cific facts has made it easier to identify 
the necessary knowledge. 

By contrast, it has proved much more 
difficult to develop expert systems for 
problems that have a more synthetic 
character, such as those that concern 
planning or require de novo generation 
of solutions. For example, despite some 
remarkable progress, no programs have 
yet been written that can rival an expert 
engineer at designing circuits or an ex- 
pert mathematician at proving theorems. 
While no one doubts that mathemati- 
cians draw on their knowledge of mathe- 

P l e a s e  e n t e r  i n f o r m a t i o n  a b o u t  t h e  p a t i e n t .  

Name Age Sex Race 
1 )  * *  P t219  42 YEARS FEMALE CAUCASIAN 

2 )  A r e  t h e r e  any p o s i t i v e  c u l t u r e s  o b t a i n e d  f r o m  P t219?  
* *  NO 
3 )  A r e  t h e r e  any p e n d i n g  c u l t u r e s  o f  P t219?  
* *  YES 

s i t e  d a t e  s t a i n  method o f  
c o l l e c t e d  examined? c o l l e c t i o n  

[ u r i n e , s p u t u m  o n l y ]  
4 )  * *  CSF 3-Jun-75 YES N/A 

s t a i n  o f  smear morph 
[ t y p e  NONE i f  no o r g a n i s m  was seen on t h e  smear] 

5 )  **  NONE 

(more questions) 

13 )  Has P t219  r e c e n t l y  had symptoms o f  p e r s i s t e n t  headache o r  o t h e r  
abnormal n e u r o l o g i c  symptoms ( d i z z i n e s s ,  l e t h a r g y ,  e t c . ) ?  

* *  YES 
14)  Has P t219  r e c e n t l y  had o b j e c t i v e  e v i d e n c e  o f  abnormal  n e u r o l o g i c  

s i g n s  ( n u c h a l  r i g i d i t y ,  coma, s e i z u r e s ,  e t c . )  documented by  
p h y s i c i a n  o b s e r v a t i o n  o r  e x a m i n a t i o n ?  

** YES 

The CSF c u l t u r e s  w i l l  be c o n s i d e r e d  t o  be a s s o c i a t e d  w i t h  MENINGITIS 

Fig. I .  Excerpt from a session with the MYCIN therapy consultation program. MYCIN 
assumes that the user is a physician who wants to determine the most effective combination of 
antibiotics to treat an infection and that the organisms causing the infection may not be known. 
In attempting to apply rules to solve the problem, the program asks questions to obtain the 
needed information. For example, at entries 4 and 5 the program is told that a culture was 
obtained from the cerebrospinal fluid (CSF),  but that no organisms were seen. After asking 14 
questions, the program decides that the infection is probably meningitis, and turns to the 
problem of identifying the likely organism or organisms. 

matics in devising proofs, and while a 
remarkable amount of that knowledge 
has been identified (3, the nature of 
mathematical expertise remains elusive 
(8). 

This article is concerned with the char- 
acteristics shared by a number of suc- 
cessful expert systems developed during 
the past decade. Before generalizing, 
however, we shall first describe a partic- 
ular system in sufficient detail to ground 
our general observations in specific 
facts. 

The MYCIN System 

MYCIN is an expert system devel- 
oped at Stanford University in the mid- 
1970's to aid physicians in the selection 
of antibiotics for patients with severe 
infections (9). In several different evalua- 
tions, MYCIN has demonstrated an abil- 
ity to perform at or near the level of 
expert physicians (10). As we shall em- 
phasize later, technical performance, 
narrowly defined, is not the only criteri- 
on for acceptability, and current re- 
search on descendants of MYCIN is 
aimed at overcoming some of its defi- 
ciencies. However, MYCIN's combina- 
tion of competent performance and con- 
ceptual simplicity make it particularly 
convenient as an illustrative example. 

In MYCIN all knowledge on infectious 
diseases is represented in the form of 
rules. The current system contains about 
500 rules that deal with the diagnosis and 
treatment of bacteremia (bacteria in the 
blood) and meningitis (infection in the 
cerebrospinal fluid). In the program 
these rules are expressed in a stylized 
form that simplifies computer interpreta- 
tion and facilitates their translation into 
English for human examination. The fol- 
lowing is an example of a MYCIN rule 
expressed in English: 

If (i) the infection is meningitis and (ii) orga- 
nisms were not seen in the stain of the culture 
and (iii) the type of infection may be bacterial 
and (iv) the patient has been seriously burned, 
then there is suggestive evidence that Pseudo- 
monas aeruginosa is one of the organisms 
that might be causing the infection. 

To use such general knowledge about 
infectious diseases, MYCIN must obtain 
specific knowledge about a particular 
patient. These patient data are stored in 
a dynamic database in the form of "attri- 
bute-object-value" triples. For example, 
the database might contain the fact that 
the stain (attribute) of a particular orga- 
nism (object) is Gram-negative (value) or 
that the type of a particular infection is 
bacterial. 
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MYCIN works in two phases, diagno- 
sis and therapy. In its diagnosis phase, 
the program's main goal is to apply its 
rules to determine the identity of all 
suspicious organisms. When it attempts 
to apply a rule, it queries its database to 
see whether the needed facts are avail- 
able. Thus, to apply our example rule, 
MYCIN would begin by accessing the 
database to see what is known about the 
infection of the patient. If the infection 
were known not to be meningitis, the 
rule would be discarded at once. Howev- 
er, if the infection were thought to be 
meningitis, the program would check the 
other parts of the premise in turn. If all 
parts were satisfied, MYCIN would ap- 
ply the rule, concluding that the orga- 
nism's identity might be Pseudomonas 
and thereby updating the database. 

A more interesting situation arises if 
there is no information in the database 
about the patient's infection, or if what is 
known is too uncertain to allow any 
conclusions. In this case the program has 
two options. If this is the kind of infor- 
mation that the user should be able to 
provide, MYCIN can rely on the user's 
knowledge of the case and ask, "What is 
the <attribute> of the <object>," that 
is, "What is the infection of the pa- 
tient?" If the user knows the answer, 
then that information can be added to the 
database, and the program proceeds to 
the next part of the premise. However, if 
MYCIN has rules allowing it to infer the 
answer itself from other data about the 
case, it sets up the new goal of determin- 
ing the infection. This problem is at- 
tacked by gathering together, and at- 
tempting to apply, all rules whose con- 
clusions refer to the infection of the 
patient. 

Thus MYCIN's strategy in rule selec- 
tion is goal-oriented, and its inference 
method is to "reason backward" from 
its initial goal. It attempts to achieve any 
goal by applying all the directly relevant 
rules. The need to establish the premises 
of those rules sets up new subgoals that 
are treated in the same way. When the 
program eventually requests some factu- 
al information from the user, the rule 
that prompted the request may become 
applicable and, if so, is applied. The 
application of a rule enters a new fact 
into the database. This in turn is avail- 
able when attempting to apply other 
rules. Thus the line of questioning, the 
rules that are applied, and the conclu- 
sions that are reached are determined by 
the data obtained for the particular pa- 
tient. 

The execution of this strategy leads to 
interactive consultation with the user. 

Portions of a sample consultation session 
with MYCIN are shown in Figs. 1 to 3. 
With the exception of a few routine 
initial questions, each question asked by 
the system is the conseqkence of its 
attempt to apply some particular rule. 
The responses of the user, who is pre- 
sumed to be a physician, are printed in 
capital letters and follow a double aster- 
isk. In most cases the user provides 
single-word answers, including UN- 
KNOWN when no information is avail- 
able. However, the user can also re- 
spond with one of a number of com- 
mands. Of these, the WHY command is 
particularly important, distinguishing 
MYCIN from alternative decision-tree 
or statistically based programs that 
might have produced a superficially simi- 
lar line of questioning. Thus, in Fig. 3, 
when the user asked MYCIN why ques- 

tion 38 was being asked, the program 
could provide both the goal of the ques- 
tion and the relevant rule being pursued. 
By repeatedly invoking the WHY com- 
mand the user can systematically trace 
back through the program's chain of 
reasoning. 

This ability to provide understandable 
explanations is one of the greatest ad- 
vantages of an A1 approach to diagnosis. 
Lack of this ability is a major reason why 
physicians have failed to embrace statis- 
tically based diagnosis programs, even 
when excellent performance has been 
demonstrated in clinical trials (11). MY- 
CIN's explanation facilities expose the 
program's line of reasoning in a way that 
a human observer can understand and 
critique. Furthermore, they contribute to 
the potential use of systems like MYCIN 
for computer-aided instruction (12). 

My therapy recommendations will be designed to treat for organisms that e~ther are very likely or, 

although less likely, would have a  s ign~f~cant  effect on therapy selection if they were present. It is 

important to cover for the follow~ng probable infection(s) and assoc~ated organism(s): 

INFECTION-1 i s  MENINGITIS 

+ <ITEM-1> MYCOBACTERIUM-TB [ f r o m  c l i n i c a l  ev idence  o n l y ]  
+ ... COCCIDIOIDES [ f r o m  c l i n i c a l  ev idence  o n l y ]  
+ . . .  CRYPTOCOCCUS [ f r o m  c l i n i c a l  ev idence  o n l y ]  

43) Does Pt219 have a  c l i n i c a l l y  s i g n i f i c a n t  a l l e r g i c  r e a c t i o n  t o  any 
a n t i m i c r o b i a l  agent? 

* *  NO 
[ C o n s i d e r i n g  ETHAMBUTAL-AND-INH-AND-RIFAMPIN 

f o r  use a g a i n s t  INFECTION-1 ...I 
44) I s  Pt219 p regnan t  o r  b r e a s t  f e e d i n g ?  
* *  NO 
45) Do you have reason t o  suspec t  t h a t  Pt219 may have i m p a i r e d  r e n a l  

f u n c t i o n ?  
** NO 
46) P t 2 1 9 ' s  w e i g h t  i n  k i l o g r a m s  ( o r  <number> POUNDS): 
* *  51.3 

[REC-11 My p r e f e r r e d  t h e r a p y  recommendation i s  as f o l l o w s :  
G ive  t h e  f o l l o w i n g  i n  comb ina t ion :  
1)  ETHAMBUTAL 
Dose: 1.289 (13 .0  100mg- tab le ts )  q24h PO f o r  60 days 

[ c a l c u l a t e d  on b a s i s  o f  25 mg/kg] 
then  770 mg ( 7 . 5  100mg- tab le ts )  q24h PO 
[ c a l c u l a t e d  on b a s i s  o f  15 mg/kg] 

[The dose shou ld  be m o d i f i e d  i n  r e n a l  f a i l u r e .  
I can a d j u s t  t h e  dose o n l y  if a  c r e a t i n i n e  c l e a r a n c e  
o r  a  serum c r e a t i n i n e  i s  o b t a i n e d . ]  

Comments: P e r i o d i c  v i s i o n  s c r e e n i n g  t e s t s  a re  recommended 
f o r  o p t i c  n e u r i t i s .  

2)  INH 
Dose: 513 mg (5.0 100mg- tab le ts )  q24h PO 

[ c a l c u l a t e d  on b a s i s  o f  10 mg/kg] 

3 )  RIFAMPIN 
Dose: 600 mg PO q24h 
Comments.: A d m i n i s t e r  dose on an empty stomach 

A l though  I suspec t  t h a t  fungus may be a  p o s s i b l e  pathogen,  i n  t h e  
absence O f  d e f i n i t i v e  ev idence ,  I w i l l  n o t  recommend a n t i f u n g a l  
t h e r a p y  a t  t h i s  t i m e .  P lease  o b t a i n  samples f o r  f u n g a l ,  TB, and 
v i r a l  c u l t u r e s ,  c y t o l o g y ,  VDRL ( b l o o d  and CSF), c o c c i d i o i d e s  
c o m p l e m e n t - f i x a t i o n  ( b l o o d  and CSF), c r y p t o c o c c a l  a n t i g e n  
( b l o o d  and CSF), v i r a l  t i t e r s  ( b l o o d  and CSF). An i n f e c t i o u s  
d i sease  c o n s u l t  may be a d v i s a b l e .  

Fig. 2. MYCIN's therapy advice. After completing the diagnosis phase, MYCIN determines a 
combination of antibiotics to be used against the suspected organisms. The program also 
suggests alternative therapies and allows the user to enter a query mode to probe the reasons for 
these conclusions. 
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Accomplishments to Date 

MYCIN is only one of many expert 
systems built during the past decade. 
Most of these programs have resulted 
from applied research. The general ideas 
behind their methods for knowledge rep- 
resentation and inference were well 
known within the A1 community; the 
challenge was to show that the tech- 
niques could be effectively applied to 
problems of scientific or economic inter- 
est. 

Expert systems have typically been 
developed by running the evolving pro- 
gram on test cases, noting problems, arrd 
refining the knowledge base or problem- 
solving strategy accordingly. In many 
cases the more mature programs have 

undergone a systematic evaluation to 
assess their performance relative to 
some accepted criterion, such as agree- 
ment with the decisions of human ex- 
perts. These evaluations are complicated 
by the many dimensions of performance 
and by disagreement among the experts 
as to what constitutes correct behavior 
(13). 

Some representative expert systems 
are listed in Table 1 (10, 14-22). Each 
program mentioned either has undergone 
a semiformal evaluation or is in routine 
use. Although the list is by no means 
exhaustive, it reflects the state of the art 
and the ways in which validation experi- 
ments must often be adapted to the prob- 
lem domain for which the expert system 
was developed. To illustrate these is- 

3 4 )  I s  t h e  m e n i n g i t i s  a  h o s p i t a l - a c q u i r e d  i n f e c t i o n ?  
** NO 
3 5 )  I s  P t 2 1 9 ' s  c l i n i c a l  h i s t o r y  c o n s i s t e n t  w i t h  EPIGLOTTITIS? 
**  NO 
3 6 )  I s  P t 2 1 9 ' s  c l i n i c a l  h i s t o r y  c o n s i s t e n t  w i t h  OTITIS-MEDIA? 
" NO 
3 7 )  Has t h e  p a t i e n t  e v e r  been t o  an a r e a  t h a t  i s  endemic f o r  

cocc id iomycoses?  
**  UNKNOWN 
3 8 )  I s  P t 2 1 9  a  burn  p a t i e n t ?  
**  WHY 

[ i , e .  WHY i s  i t  i m p o r t a n t  t o  d e t e r m i n e  whe ther  PATIENT-219 has been 
s e r i o u s l y  burned?]  

[ 4 . 0 ]  T h i s  w i l l  a i d  i n  d e t e r m i n i n g  t h e  o rgan isms  ( o t h e r  t h a n  t h o s e  
seen on c u l t u r e s  o r  smears)  which m i g h t  be c a u s i n g  t h e  i n f e c t i o n .  

I t  has a l r e a d y  been e s t a b l i s h e d  t h a t  
[ 4 . 1 ]  t h e  i n f e c t i o n  wh ich  r e q u i r e s  t h e r a p y  i s  m e n i n g i t i s ,  and 
[ 4 . 2 ]  organisms were n o t  seen on t h e  s t a i n  o f  t h e  pend ing  c s f  

c u l t u r e  (CULTURE-1). and 
[ 4 . 3 ]  t h e  t y p e  o f  t h e  i n f e c t i o n  may be b a c t e r i a l  

T h e r e f o r e ,  i f  
[ 4 . 4 ]  P t -219  has been s e r i o u s l y  burned  

t h e n  
t h e r e  i s  s u g g e s t i v e  e v i d e n c e  t h a t  Pseudomonas-aeruginosa i s  one 
o f  t h e  organisms ( o t h e r  t h a n  t h o s e  seen on c u l t u r e s  o r  smears)  
which m i g h t  be c a u s i n g  t h e  i n f e c t i o n  

Author :  Yu 
[RULE5781 

[back t o  q u e s t i o n  3 8  . . . I  
* *  HOW 4 . 3  

[ i . e .  HOW was i t  e s t a b l i s h e d  t h a t  t h e  t y p e  o f  t h e  i n f e c t i o n  may be 
b a c t e r i a l ? ]  

The f o l l o w i n g  r u l e s  conc luded  a b o u t :  t h e  l i k e l i h o o d  t h a t  t h e  t y p e  
o f  t h e  i n f e c t i o n  may be b a c t e r i a l  

R u l e  Yes No 

Thus,  i t  has been e s t a b l i s h e d  t h a t  t h e  t y p e  o f  t h e  i n f e c t i o n  may be  
b a c t e r i a l .  

Fig. 3.  Explanation features. This excerpt from the MYCIN N n  illustrates some of the 
explanation facilities provided by the program. At entry 38, MYCIN asks whether the patient 
has been seriously burned. Instead of answering, the user asks why this particular question is 
being asked, In response, the program states both the goal of the question and the tule it was 
attempting to apply. This explanation leads the dser to wonder how MYCIN established that the 
infection might be bacterial; in respolise to the HOW command, the program lists the five rules 
that it applied, four of which supported this conclusion. This ability to inspect the program's 
reasoning methods provides the user with a firmer basis for understanding the final conclusions. 

sues, we will briefly describe some of the 
better known systems and their valida- 
tion. 

DENDRAL. One of the earliest expert 
systems, DENDRAL analyzes mass 
spectral patterns to suggest the chemical 
structure of unknown compounds (14). 
Its use had led to approximately 50 publi- 
cations in the chemistry literature, and it 
has been validated by running analyses 
on several families of compounds: ali- 
phatic structures (ketones, ethers, alco- 
hols, and amines), generalized aliphatic 
monofunctional compounds, cyclic ke- 
tones, estrogenic steroids, and prosta- 
glandins. The validation methodology 
has involved developing analytital rules 
on a small set of compounds from the 
group of interest, testing and refining on 
several more members, and then running 
the system on a total of 25 to 40 com- 
pounds in the same class. The system's 
contributions to refereed journal publica- 
tions, coupled with its acceptance and 
routine use by chemists, have been 
viewed as an effective validation of 
DENDRAL's performance. 

MYCIN. The meningitis evaluation for 
MYCIN involved a more formal study 
design in which the expert evaluators did 
not know whether they were assessing 
the advice of an infectious disease con- 
sultant, a medical resident, a medical 
student, or the program. In that study, 
MYCIN's recommendations were uni- 
formly judged preferable, or equivalent, 
to those of five infectious disease experts 
who recommended therapy for the same 
patients (10). MYCIN tends to do least 
well when serious infections are present 
at sites about which the program has no 
knowledge. One reason the system has 
not been implemented clinically, there- 
fore, is the incompleteness of its knowl- 
edge on infectious diseases. 

INTERNIST-I. INTERNIST-1 is an 
ambitious program designed to under- 
take diagnosis for all problems in internal 
medicine (15). The knowledge base was 
developed and refined by running the 
program on difficult cases taken from 
medical journals. In a recent evaluatiotl, 
new cases representing 43 different diag- 
nostic problems were selected from the 
New England Journal of Medicine. IN- 
TERNIST-1 made the cotrect diagnosis 
25 times, compared with 28 times for the 
physicians caring for the patients and 35 
times for the expert clinicians who dis- 
cussed the cases in the journal. Although 
the program did miss several diagnoses, 
no previous diagnostic system could 
have adequately coped with such a large 
number of complex cases drawn from 
the broad field of internal medicine. An 
analysis of those cases on which INTER- 
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Table 1. Representative expert systems. 

Expert system Domain Type of Routine 
evaluation use 

Refer- 
ence 

DENDRAL 
MYCIN 
INTERNIST-1 
CASNET 
PROSPECTOR 
R 1 
Digitalis Advisor 
PUFF 
Microprocessor EXPERT 
HASP and SIAP 

Mass spectroscopy interpretation 
Antimicrobial therapy 
Internal medicine diagnosis 
Glaucoma assessment and therapy 
Geological exploration 
Computer layout and configuration 
Digitalis dosing advice 
Pulmonary function test interpretation 
Protein electrophoresis interpretation 
Ocean surveillance (signal processing) 

Case studies 
Randomized trials 
Case studies 
Case studies 
Case studies 
Case studies 
Randomized trials 
Randomized trials 
Case studies 
Case studies 

Yes 
No 
No 
No 
No 
Yes 
No 
Yes 
Yes 
No 

NIST-1 failed to perform as well as the 
discussants has helped identify specific 
deficiencies to be overcome in subse- 
quent versions of the system: the pro- 
gram's inability to reason by using ana- 
tomic knowledge or knowledge of the 
time course of disease, its occasional 
attribution of clinical findings to improp- 
er causes, and its inability to explain the 
basis for its decisions. 

PROSPECTOR. PROSPECTOR is a 
mineral exploration consultation system 
designed for problems in regional re- 
source evaluation, ore deposit identifica- 
tion, and drilling site selection (17). Its 
knowledge base is organized around 
models of different types of ore deposits, 
including kuroko-type massive sulfide, 
Mississippi Valley lead and zinc, koma- 
tiitic nickel sulfide, Yerington porphyry 
copper, Butte porphyry copper, island- 
arc porphyry copper, hood porphyry 
molybdenum, zoned vertical-cylinder 
porphyry molybdenum, roll-front sand- 
stone uranium, and Grants sandstone 
uranium. As with MYCIN, PROSPEC- 
TOR'S coverage is incomplete, and 
much work remains to include all deposit 
types of economic significance. 

In PROSPECTOR'S domain, the usual 
problems of validation are further com- 
plicated by the relatively small number 
of well-known ore deposits of any given 
type and by the long time between the 
initial discovery of a deposit and its final 
characterization. In formal tests with 
data on known deposits, PROSPEC- 
TOR'S assessments have repeatedly 
agreed closely with those of the geologi- 
cal consultants who provided the mod- 
els. In addition, in the one test involving 
a prospect undergoing exploration, the 
program accurately identified the loca- 
tion and extent of ore-grade mineraliza- 
tion for a previously unknown portion of 
a porphyry molybdenum deposit. While 
this was not a formal statistical study, its 
success justifies extending PROSPEC- 
TOR'S knowledge base. 

RI.  Also known as XCON, R1 is a 
rule-based expert system that configures 

VAX computers, determining the physi- 
cal layout and interconnection of their 
many components (18). The program 
both adds support components missing 
from the order and saves engineering 
time, providing technicians who assem- 
ble the systems with information that is 
much more detailed than the traditional 
hand-generated specifications. Devel- 
oped at Carnegie Mellon University in 
the late 1970's, R1 is now used by the 
Digital Equipment Corporation to con- 
figure every VAX that is sold. Of the 
more than 3000 orders that were pro- 
cessed in one 3-month period, over 85 
percent of the configurations were flaw- 
less, and most of the rest were usable 
with minor corrections. Many of the 
errors occurred merely because R1 
lacked information on recently intro- 
duced products, and most of the rest 
were due to known, correctable prob- 
lems with the rules. Although a formal 
validation procedure was performed be- 
fore a decision was made to put R1 into 
production operation, the acceptance of 
R1 in practice is the most convincing 
demonstration of its usefulness. 

The programs mentioned here, and the 
others listed in Table 1, serve to illus- 
trate the current status of expert systems 
research. Without exception, the suc- 
cesses that have been obtained were due 
to extensive effort devoted to formaliz- 
ing and organizing a large amount of 
knowledge. This knowledge is neither a 
large database of unstructured facts nor 
a small set of formal axioms for a general 
theory. Rather, it is typically a substan- 
tial collection of semiorganized, perhaps 
incomplete, and often subjective, infor- 
mation. Encoding this kind of subjective 
information in a computer program 
serves to make it, if not objective, at 
least explicit and public. If the knowl- 
edge is valuable and is faithfully repre- 
sented, the resulting program can make 
it more widely available and permit it to 
be more uniformly applied as an aid to 
decision-making. Indeed, one of the 
most important results of this enterprise 

may be the development of ways to 
express formally, and to record system- 
atically, knowledge that is usually unex- 
pressed and unrecorded. 

Research Issues 

Despite the impressive decision-mak- 
ing performance that has been achieved, 
only four of the systems listed in Table 1 
are in routine use, and two of them 
(PUFF and the electrophoresis analyzer) 
are rather small and simple by A1 stan- 
dards. Thus, it is important to ask what 
is impeding the greater use of expert 
systems. 

There are several answers to this ques- 
tion. One is that the work is relatively 
new. Most of the expert system projects 
have been aimed at demonstrating the 
possibility of applying A1 methods to 
significant problems. Such a demonstra- 
tion is merely the first step toward prac- 
tical operation, after which other consid- 
erations, such as cost, speed, reliability, 
versatility, convenience, and user accep- 
tance, become dominant. 

However, there are also some more 
fundamental problems that are not only 
holding back the exploitation of these 
particular programs, but are also limiting 
the potential for future applications. In 
this section we consider some of these 
more basic research issues. 

Knowledge acquisition. One common 
characteristic of MYCIN, INTERNIST, 
and PROSPECTOR is that their knowl- 
edge bases are incomplete. The identifi- 
cation and encoding of knowledge is one 
of the most complex and arduous tasks 
encountered in the construction of an 
expert system. The very attempt to build 
a knowledge base often discloses gaps in 
our understanding of the subject domain 
and weaknesses in available representa- 
tion techniques. Even when an adequate 
knowledge representation formalism has 
been developed, experts often have diffi- 
culty expressing their knowledge in that 
form. Thus the process of building a 
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knowledge base has usually required a 
time-consuming collaboration between a 
domain expert and an A1 researcher. 
While an experienced team can put to- 
gether a small prototype system in 1 or 2 
man-months, the effort required to pro- 
duce a system that is ready for serious 
evaluation (well before contemplation of 
actual use) is more often measured in 
man-years. 

It has frequently been suggested that 
some kind of learning process might 
solve this problem. A related idea is to 
provide the expert with an appropriate 
way to "teach" the system directly (23). 
While both of these ideas are plausible, 
programs that can learn or be taught 
seem to need a significant amount of 
initial knowledge, together with mecha- 
nisms for assimilating that knowledge 
properly. Although this is an excellent 
area for future research, learning tech- 
niques currently cannot solve the prob- 
lems facing the builder of expert sys- 
tems. 

Knowledge representation. MYCIN's 
knowledge about bacterial infections and 
Rl 's  knowledge about computer config- 
uration are represented by rules. The 
advantages and limitations of such sim- 
ple, uniform approach are well appreci- 
ated by A1 researchers, who have devel- 
oped a variety of alternative formalisms 
for knowledge representation (24). The 
methods currently in use in expert sys- 
tems rarely capture subtleties and some- 
times fail to reflect major aspects of an 
expert's knowledge. For example, while 
MYCIN and INTERNIST- 1 have effec- 
tive mechanisms for representing empiri- 
cal associations, neither has appropriate 
ways to express physiological mecha- 
nisms or temporal trends in the evolution 
of disease processes. 

Ideally, a knowledge representation 
formalism should (i) represent the con- 
cepts and intentions of the expert faith- 
fully, (ii) be able to be interpreted by the 
program correctly and effectively, (iii) 
support explanations that convey a line 
of reasoning that the human observer 
can understand and critique, (iv) facili- 
tate the process of finding gaps and er- 
rors in the knowledge base, and (v) allow 
separation of domain knowledge from 
the interpretation program so that the 
knowledge base can be enlarged or cor- 
rected without the need for reprogram- 
ming the interpreter. These criteria place 
conflicting demands on the system de- 
signer. The first two (fidelity and effec- 
tiveness) lead toward complex represen- 
tations specific to each situation, where- 
as the other three favor a single, uniform 
formalism that is simple to interpret. 

While the choice of uniform represen- 

tations has allowed the construction of 
large systems, current research is show- 
ing a trend toward more complex and 
heterogeneous approaches. It has fre- 
quently been noted that humans seem to 
exploit several different representations 
of the same phenomena. In particular, 
experts seem to employ rule-like associ- 
ations to solve routine problems quickly, 
but can shift to using more reasoned 
arguments based on first principles when 
the need arises (25). 

Consider, for example, the rule in MY- 
CIN that tells the program to avoid giv- 
ing tetracycline to patients under 8 years 
of age. This rule effectively prevents the 
system from recommending therapy with 
tetracycline in this pediatric age group, 
but the underlying reason for this rule 
(that the drug can produce dental stain- 
ing during tooth development and may 
depress bone growth) is not represented. 
This is a level of detail that the develop- 
ers of MYCIN chose not to include. As a 
result, the system cannot deal with ex- 
ceptions (cases in which the severity of 
disease requires administration of tetra- 
cycline despite the potential cosmetic 
side effects) and cannot explain the basis 
for the rule. As this example illustrates, 
augmenting empirical knowledge with 
causal or mechanistic links that repre- 
sent functional behavior promises a sig- 
nificant increase in capabilities (26). 

Znference and uncertainty. MYCIN is 
a goal-driven inference system that rea- 
sons backward from goals to data. Other 
inference strategies have been used in 
other domains. For example, R1 uses a 
so-called data-driven strategy in which 
the user initially enters all of the informa- 
tion about the problem into the dynamic 
database and the rules are then applied 
to "reason forward" from the data to the 
conclusions. More generally, one would 
like to use knowledge about the problem 
to decide the best strategy to pursue. 

When inference steps are less than 
certain, a new level of complexity is 
introduced. Most expert systems that 
can tolerate uncertainty employ some 
kind of probability-like measure to weigh 
and balance conflicting evidence. PROS- 
PECTOR assigns probabilities to conclu- 
sions, using an approximate form of 
Bayes's rule to update these probabili- 
ties as information is obtained; however, 
this leads to problems with assumptions 
about statistical independence and prior 
probabilities. MYCIN avoids these prob- 
lems by employing a novel calculus of 
certainty values, but the operational 
meaning of the computed numbers is not 
always clear. Possibility theory (27) and 
the DempsteriShafer theory of evidence 
(28) have been advocated as formal 

methods for dealing with the problems of 
vagueness and ignorance. However, 
questions about how a program should 
reason in the presence of ignorance, or 
how it can even recognize the limits of its 
knowledge, are largely unanswered. 

Explanation. One of the most impor- 
tant features of MYCIN is its ability to 
provide explanations of the program's 
behavior. MYCIN's explanations are 
given in terms of its goals and its rules, 
and can be very illuminating. However, 
when asked the same question, the ex- 
pert who provided those rules might give 
a very different explanation in terms of 
physiological mechanisms or disease 
processes. The desire to provide such 
causal explanations is another motiva- 
tion for employing multiple levels of rep- 
resentation. 

Another characteristic of effective hu- 
man consultants is that their explana- 
tions are adjusted to satisfy the per- 
ceived needs of questioners. For a pro- 
gram to respond similarly it must main- 
tain a model of the user, an assessment 
of what the user does and does not know 
and what he is trying to accomplish (29). 
However, models of users will have to 
be more sophisticated before they solve 
more problems than they cause. 

Ultimate limitations. Expert systems 
are frequently presented as surrogate 
consultants, programs one can turn to 
for advice when the need arises, just as 
one would turn to a human consultant. 
While this is a reasonable metaphor, if 
taken too literally it leads to the conclu- 
sion that success will not be achieved 
until all the problems of A1 have been 
solved-that the program must not only 
be able to reason at the level of expert 
humans but must also be able to con- 
verse in idiomatic natural language, per- 
ceive evidence directly, and possess that 
breadth of knowledge that is called com- 
mon sense. 

This is a needlessly pessimistic con- 
clusion. The goal of expert systems re- 
search is to provide tools that exploit 
new ways to encode and use knowledge 
to solve problems, not to duplicate intel- 
ligent human behavior in all its aspects. 
The challenge at this stage of expert 
systems development is therefore to con- 
strain the problems addressed in realistic 
ways to allow useful solutions to real- 
world problems. 

Commentary 

The field of expert systems is one of 
the most active and exciting areas of 
applied research in AI. As we have out- 
lined, the work of the past decade has 
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shown that programs that can operate at 
or near the level of human experts are 
feasible; several have been demonstrat- 
ed to be capable of such performance 
in carefully selected, well-specified do- 
mains. As a result, the field is beginning 
to undergo the transition from basic re- 
search to application. 

Current technology seems best suited 
to diagnosis or classification problems 
whose solutions depend primarily on the 
possession of a large amount of special- 
ized factual and empirical knowledge. 
However, progress has also been made 
on synthetic problems such as planning 
and design. Successes in these areas not 
only point to the potential of the field but 
also help define the most important 
topics for ongoing basic research. The 
limitations of current expert systems 
have exposed unsolved problems in such 
basic areas as knowledge representation, 
inference, perception, and learning. 
Progress in solving these fundamental 
problems will lead to significant ad- 
vances in the capabilities of expert sys- 
tems. 

The success of expert systems re- 
search is disclosing additional new prob- 
lems, many of which are sociological. In 
domains such as medicine, important 
legal and ethical questions remain to be 
resolved. Commercial and industrial in- 
terest, stimulated by perhaps unrealistic 
expectations about the power of current- 
ly understood A1 techniques, has created 
a shortage of appropriately trained and 
motivated professionals. The standard 
problems of transforming a concept into 
a commerical product are further compli- 
cated by the lack of any tradition in 
producing applications of A1 research. 

The greatest contributions of expert 
systems research may well go beyond 
the development of high-performance 
programs. Equally as important is the 
field's impact on the systematization and 
codification of knowledge previously 
thought unsuited for formal organiza- 
tion. Improved approaches to formaliz- 
ing and managing knowledge are certain 
to be of importance to a variety of scien- 
tific and economic endeavors. 
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Neural Crest and the Origin of 
Vertebrates: A New Head 

Carl Gans and R. Glenn Northcutt 

In the extensive discussions on the 
origin of vertebrates (1-3), there has 
been an emphasis on characters shared 
between early vertebrates (and their de- 
scendants), and other deuterostomes- 
particularly the protochordates (Table 
1). This emphasis on similarities, and 
thus on characters that appear to be 

leads us to propose the hypothesis that 
vertebrates have evolved from proto- 
chordate-like ancestors primarily by 
elaboration and differentiation of their 
epidermal nerve plexus and by muscular- 
ization of their hypomere. This hypothe- 
sis is supported by the observation that 
many of the sensory, integrative, and 

Summary. Most of the morphological and functional differences between verte- 
brates and other chordates occur in the head and are derived embryologically from 
muscularized hypomere, neural crest, and epidermal (neurogenic) placodes. In the 
head, the neural crest functions as mesoderm and forms connective, skeletal, and 
muscular tissue. Both the neural crest and the epidermal placodes form special sense 
organs and other neural structures. These structures may be homologous to portions 
of the epidermal nerve plexus of protochordates. The transition to vertebrates 
apparently was associated with a shift from a passive to an active mode of predation, 
so that many of the features occurring only in vertebrates became concentrated in the 
head. 

primitive for chordates, has masked 
some major differences between verte- 
brates and all other deuterostomes. Con- 
sideration of these disparities allows 
analyses of the functional shifts that 
seem to have occurred with the origin of 
vertebrates. 

Our analysis of new data from devel- 
opmental biology, neurobiology , func- 
tional morphology, and systematics 
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motor systems of vertebrates, as well as 
their supportive skeletal structures, are 
derived embryologically from neural 
crest and epidermal (neurogenic) plac- 
odes. In the process, these embryonic 
tissues form the anterior part of the 
head, most of which represents a new 
vertebrate unit. 

The structural differences between 
protochordates and vertebrates are pre- 
sented in Table 2, along with notes on 
the embryonic origins of the vertebrate 
structures. Consideration of the func- 
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tions of these systems and of their phylo- 
genetic development leads to a new in- 
terpretation of the phylogeny of the ver- 
tebrate head. 

Comparison of Vertebrates and 

Protochordates 

At some stage of their life history, all 
chordates show such apparently derived 
characters as a dorsal hollow nerve cord, 
a notochord, segmented muscles (in an 
unsegmented trunk), and a perforated 
pharynx (1-3). However, certain as- 
sumed correlates of these characters 
prove to be only superficially similar in 
different chordate types (Table 3). For 
instance, although protochordates and 
vertebrates both have a pharynx, that of 
vertebrates differs (i) in having a carti- 
laginous rather than a collagenous skele- 
ton (4, 5, 8), (ii) in pumping water with 
the branchiomeric muscles rather than 
cilia ( I ) ,  and (iii) in having gills and 
internal, muscular aortic arches, both of 
which are lacking in protochordates (6- 
8). Similarly, although the myotomes of 
the axial musculature are staggered in 
cephalochordates, those of vertebrates 
lie in symmetrical pairs. In addition, the 
trunk muscle cells of cephalochordates 
extend to the nerve cord, where the 
motor endplates lie. In contrast, the mo- 
tor endplates of vertebrates lie at the 
termination of peripherally passing spi- 
nal nerves (9). The differences between 
protochordates and vertebrates even af- 
fect superficially similar structures. 

Vertebrates differ from other chor- 
dates because they are mobile predators, 
the predatory activities of which, wheth- 
er or not utilizing jaws, inevitably in- 
volve the modified skeletal elements and 
muscles of the pharynx. This active pre- 
dation is directed by an elaborate array 
of special sense organs and their inte- 
grating circuitry. Predation is supported 
by an advanced metabolic mechanism 
with specializations for exchange and 
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