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classification and comparison of electro- 
phoretic techniques. In addition, simula- 
tion facilitates the development of new 

Electrophoresis: Mathematical 
Modeling and Computer Simulation 
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The extraordinary usefulness of elec- ical classification of the rather bewilder- 
trophoretic techniques for the analysis of ing choice of analytical and preparative 
protein mixtures was first demonstrated techniques is difficult, but four classical 
by Tiselius (I)  with his elegant moving modes of electrophoresis are generally 
boundary apparatus, which resolved hu- recognized (3-8): moving boundary elec- 
man serum proteins into albumin and the trophoresis (MBE), zone electrophoresis 
four globulin fractions, at, a_?, p, and y.  (ZE), isotachophoresis (ITP), and iso- 

Summary. A mathematical model of electrophoretic separation processes has been 
developed and adapted for computer simulations. The model is used to predlct the 
characteristic behavior of a variety of electrophoretic techniques from a knowledge of 
chemical equilibria and physlcal transport phenomena. The model provldes a unifying 
bass for a rational classification of all electrophoretic processes. 

This original discovery gave rise to a 
steady development of new instruments 
and techniques with ever-increasing res- 
olution. Currently, two-dimensional elec- 
trophoresis, combined with sophisticat- 
ed computer-image analysis, can resolve 
several thousand proteins among the 
products of a given cell type (2). The 
most important of the innumerable appli- 
cations of electrophoresis are in molecu- 
lar biology and medicine. 

Most materials in aqueous solution 
acquire an electrical charge due to ion- 
ization and therefore move in response 
to an external electric field. The charged 
entities may be simple ions, complex 
macromolecules, colloids, or living cells 
( 3 4 ) .  The rate of migration depends on 
the amount of charge, the size and shape 
of the particle, and the properties of the 
solvent. Resolution is increased by the 
imposition of other constraints, such as  
molecular sieving or pH gradients. In 
addition, certain migrating species may 
be positively identified through the use 
of specific antibodies. A systematic, log- 

electric focusing (IEF). Each may be 
employed in a variety of techniques. For  
instance, I E F  was first developed with 
density gradients for fluid stabilization 
(9), but is now mainly used in polyacryl- 
amide or agarose gels (10, 11) and has 
also been adapted to continuous flow 
(12) as  well as  to a recycling mode of 
operation (13). Although existing theo- 
ries may explain the principal features of 
a particular mode or technique, they are 
usually predicated on conditions too re- 
strictive to permit generalization. Thus, 
models that describe Tiselius' MBE can- 
not be used to predict the course of 
events in ZE,  and models of ITP do not 
explain IEF.  Yet there are many reasons 
to believe that all electrophoretic pro- 
cesses can be understood by use of a few 
axiomatic principles and that a single, 
general quantitative theory can be syn- 
thesized. In this article, we describe 
such a model and demonstrate its appli- 
cability for computer simulation of elec- 
trophoretic processes (14). The model 
also provides the basis for a scientific 

separation methods. 
Although it is not our intention to 

review all of the electrophoretic method- 
ologies or the theories that describe 
them, it is helpful to mention some of the 
distinguishing features of the four classi- 
cal modes. In MBE, the analysis is based 
on the migration rate of moving bound- 
aries formed by components of differing 
mobilities. The fastest component forms 
the leading boundary in the ascending 
arm of the Tiselius cell, the slowest 
component the trailing boundary in the 
descending arm. Complete separation of 
components is never achieved (15). In 
ZE, the sample occupies a much smaller 
portion of the column and complete sep- 
aration of sample constituents is possi- 
ble. Whereas both MBE and Z E  are 
usually carried out in homogeneous buff- 
ers, discontinuous electrolyte systems 
must be used in ITP (6, 16), the sample 
being inserted between the leading and 
terminating electrolytes. At steady state, 
all constituents migrate at the same 
speed, in the order of their net mobil- 
ities. The formation of these boundaries 
has been studied extensively (17). Iso- 
electric focusing differs from the other 
classical modes in that it depends on the 
formation of a stable pH gradient where- 
in the sample constituents migrate to 
their isoelectric points (18, 19). 

For  a qualitative appreciation of the 
principal features common to all electro- 
phoretic processes, an understanding of 
Kohlrausch's 1897 study (20) is essen- 
tial. Kohlrausch established a general 
principle which can be restated a s  fol- 
lows: the passage of an electric current 
through an electrolyte system causes 
changes only where the system is nonho- 
mogeneous. Thus, the imposition of an 
electric current on a homogeneous solu- 
tion leaves the local concentrations in- 
tact. Three types of inhomogeneities 
were considered. The most obvious oc- 
curs at the interface of the electrode and 
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- ties and concentration gradients by a set 
0 " .- - . .- of partial differential equations coupled 
1 2.4 - A 2.4 to nonlinear algebraic relations. The 

modes differ only in their initial condi- 
tions-that is, the distribution of compo- 
nents along the axis of the electrophoret- 
ic column-and the boundary conditions 
that describe the ion permeabilities at the 
ends of the column. The implications of 
these two conditions will become evi- 
dent from our simulation studies. The 
mathematical model was used to develop 

D a computer program designed to predict 
the time-dependent evolution of electro- 
phoretic systems involving biprotic am- 
pholytes. It extends our earlier work on 
modeling the steady and transient states 
in I E F  (19). 

0.0 0.4 0.8 1.2 0.0 0.4 0 .8  1.2 Reaction Eauilibria. Transoort 
Column length (cm) 

Fig. 1. Simulation of zone electrophoresis. Initial conditions: uniform distribution of 20 mM 
cacodylate and 10 m M  tris throughout the column. The histidine zone is 3 mM. (A) Zone 
electrophoresis of histidine, at 1.2-minute intervals for a total of 12 minutes. (B) Diffusion only 
of histidine at 3-minute intervals, for a total of 12 minutes. The pH (C) and conductivity profiles 
(D) for (A). 

the solution where electrochemical reac- 
tions produce concentration changes and 
give rise to new species, as first de- 
scribed by Hittorf in 1853 (21). These 
effects are avoided in MBE, ZE, and ITP 
by using large electrode buffer volumes. 
In IEF,  however, reactions at  the elec- 
trodes may be utilized to generate the p H  
gradient (19). A second type of inhomo- 
geneity occurs at  the boundary between 
two different ionic species. Here the 
electric current causes the migration of 
the boundary. The advancing boundary 
may either degrade with time as  a result 

of diffusion, or be self-stabilizing as  pre- 
dicted by Kohlrausch. The latter condi- 
tion requires specific mobility relation- 
ships between constituent ions and 
forms the basis of ITP (6, 16). The third 
type of inhomogeneity is a concentration 
gradient caused by simple dilution of an 
electrolytic solution. Such a gradient is 
largely unaffected by the electric cur- 
rent, but broadens as  a result of diffu- 
sion. The "stationary boundaries" in the 
Tiselius apparatus are an example. 

Our model represents the four electro- 
phoretic modes and their inherent spe- 

Rates, and Conservation Relations 

The key parameters governing the be- 
havior of an electrophoretic system are 
the dissociation constants and electro- 
phoretic mobilities of the components. 
Ionic dissociation-association rates are 
rapid relative to transport by diffusion 
and electromigration. The ionization 
equilibria for water and each biprotic 
ampholyte are represented by the well- 
known equations 

K,  = [H'] [OH-] 

[H+I[Aj'l K .  =--- 
" [A;] 

These equations involve three species 
per ampholyte (A:, A:, and A;) in addi- 

Table 1. Initial conditions used in computer simulations. Left and right boundaries refer to the orientation of the computer plots. The 
assignment of anode and cathode depended on the net charge of histidine, that is, the p H .  The mobilities (I*. expressed in units of cm2/V-sec) 
and p K  values used in the simulations were: cacodylate, )* = 2.31 and p K  = 6.21: tris, = 2.41 and p K  = 8.30; and histidine, I* = 2.02 and 
p K ,  = 6.04, pK2 = 9.17. 

Caco- Histi- Con- Cur- 
Electrophoretic Boun- Polarity dylate Tris dine ductivity 

pH 
rent 

mode dary (mmhol (mA1 
(mM) (mM) (mlW cm) cm2) 

Zone electrophoresis 

Moving boundary 
descending arm 

Moving boundary 
ascending arm 

Isotachophoresis 
lower concentration 

Isotachophoresis 
higher concentration 

Isoelectric focusing 

Electrodialysis 

Left 
Right 
Left 
Right 
Left 
Right 
Left 
Right 
Left 
Right 
Left 
Right 
Left 
Right 

Anode 
Cathode 
Anode 
Cathode 
Anode 
Cathode 
Cathode 
Anode 
Cathode 
Anode 
Anode 
Cathode 
Cathode 
Anode 

*A histidine zone with a peak concentration of 3 mM was located in the center of the column. +A histidine membrane with a peak concentration of 100 mM was as- 
signed to the center of the column. 
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tion to H i  and OH-.  Water is assumed 
to be in excess and thus the total number 
of species is 3L + 2, where L is the 
number of ampholytes. The other depen- 
dent variable is the field strength, -Vd,, 
where d, is the electric potential mea- 
sured in volts. It follows that we need 
3L + 3 relations to calculate the local 
changes in concentration and potential. 

Each species migrates by diffusion 
and, if charged, by electromigration. The 
flux is related to  the field strength and 
concentration gradient by 

where F, is the flux in moles per square 
meter per second, z, is the valence, R, 
the mobility coefficient (square meters 
per volt per second), R the gas constant 
(8.314 kg-m2/sec2-K), T the absolute 
temperature (Kelvin), and e the molar 
charge or  Faraday constant (96,500 cou- 
lombs per mole). The symbols used to 
represent the concentrations (expressed 
in moles per cubic meter) are: 
[H'l = M I ,  [OH-] = M2, [A!] = M3J, 
[AJ>] = M~J ' ] ,  [A;] = M3Ji2, where 
j = 1, 2, . . . , L. The mobility coeffi- 
cient is related to the diffusivity by the 
Einstein expression Dl = RTR,le. Fur- 
thermore, in the absence of bulk flow, 
each species is governed by a conserva- 
tion law 

where Ri is the rate of generation of the 
ith species (moles per cubic meter per 
second). Since the rate of production of 
each ampholyte is nil 

Upon combining this with the conserva- 
tion law we obtain 

This expression provides L equations, 
one for each ampholyte. 

Next we require the rate of charge 
generation to be zero except a t  the elec- 
trodes. 

It can also be shown that electroneutrali- 
ty prevails on the scale of interest. 
Hence 

Combining the last two equations with 
the conservation relation (Eq. 5), we  

obtain the charge conservation relation 
in terms of the current as 

3L+2 

C . 1 ez,F, = 0 (10) 
I 

This gives L + 2 equations; L equa- 
tions representing ampholyte conserva- 
tion, one equation expressing electrical 
neutrality, and one equation for the cur- 
rent. The remaining 2L + 1 equations 
come from the ionic equilibria for water 
(Eq. 1) and for each ampholyte (Eqs. 2 
and 3). 

Thus far, our efforts have been fo- 
cused on one-dimensional, isothermal 
systems, but even here the set of equa- 
tions is nonlinear, and numerical meth- 
ods are required to construct solutions. 
The potential gradient as well as all the 
species concentrations are computed 
during the integration, so that we can 
avoid ad hoc stipulations regarding the 
pH profile or the voltage gradient. Sim- 
ple acids and bases can easily be accom- 
modated by suppressing the appropriate 
dissociation constants. Electroosmosis 
or any other bulk flow is not considered. 

The presence of algebraic relations 
(Eqs. 1 to 3) as well as of partial differen- 
tial equations (Eq. 7) complicates the 
numerical solution of the problem. The 
model must be put in dimensionless form 
to provide the proper physical scaling, 
and in some situations, the expressions 
fall into the class of stiff differential equa- 

tions. The procedure we have been using 
consists of discretizing the spatial deriv- 
atives at  a set of grid points to generate a 
set of ordinary differential equations, 
with time as  the independent variable. 
The resulting equations are integrated 
numerically with DARE-P simulation 
software (22). Calculations were carried 
out with a CDC-Cyber-175 processor. 

Sijnulation of Electrophoretic 

Processes 

Although our treatment is amenable to 
more complex systems, we decided to 
use the simplest system sufficient to il- 
lustrate the essential characteristics of 
the four electrophoretic modes. The 
components included a weak acid, a 
weak base, and an ampholyte-specifi- 
cally, cacodylic acid, tris(hydroxy- 
methy1)aminomethane (tris), and histi- 
dine. 

In each simulation, the appropriate 
initial and boundary conditions must be 
specified. The initial conditions are sum- 
marized in Table 1 and are partially 
illustrated in the graphics. Although a 
constant current was assumed in all cas- 
es, the model can be adapted to simulate 
processes with constant voltage or pow- 
er.  The initial concentrations and current 
were chosen for illustrative purposes and 
varied from one case to another. Equally 

Column length (cm) 

Fig. 2. Simulation of moving boundary electrophoresis. Initial concentrations were similar to 
those of Fig. 1. (Left) Descending arm of the simulated Tiselius cell at  1.2-minute intervals for a 
total of 12 minutes. (Right) Ascending arm at 1.8-minute intervals for a total of 21.6 minutes. 
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arbitrary was the choice of the electro- 
lytes assigned the functions of "sample" 
and "buffers." For  instance, although 
histidine was used as the migrating 
"sample" in Z E  and MBE, either the 
acid or the base could have been so used. 
It should also be  stated that histidine is 
far more interactive with the "buffer" 
electrolytes cacodylic acid and tris than 
a protein sample would be, since the net 
mobility and dissociation of most pro- 

teins are less sensitive to  p H .  A simula- 
tion of electrodialysis (ED)-that is, 
electrophoretic ion transport across a 
charged membrane-was included to 
demonstrate the versatility of the model. 

The boundary conditions for I E F  dif- 
fered from those for the other modes; for 
IEF,  the ends of the column were as- 
sumed to be permeable only to  hydrogen 
and hydroxyl ions, whereas in all other 
instances, unrestricted permeability was 

Fig. 3. Simulation 
of isotachophoresis. 
Leader: cacodylate, 
20 mM (left plots) and 
60 mM (right plots). 
Terminator: 40 m M  
histidine. Counterion. 
50 m M  tris. (Left) 
Downward Kohl- 
rausch concentrat~on 
adjustment, 2-minute 
intervals for a total of 
26 minutes. (Right) 
Upward adjustment 
at  4-minute intervals 

8.5  for a total of 52 min- 
utes. 

I 
P 

7.5 

Column length (crn) 

Fig. 4. Computer-gen- 
erated three-dimen- 
sional plot of the con- 
centration profiles in 
isoelectric focusing. 
Initial condition: uni- 
form distribution of 
7.16 m M  cacodylate, 
8.27 mM tris, and 7.05 
mM histidine. Only 
the predominant com- 
ponent along the col- 
umn axis is shown, 
cacodylate at the left, 
histidine in the mid- 
dle, and tris at the 
right. Focusing time, 
390 minutes. 

specified. This reflects the usual experi- 
mental arrangements; the large electrode 
buffer volumes customarily used in 
MBE, ZE,  and ITP assure constancy of 
buffer composition at  the ends of the 
electrophoretic columns, whereas in I E F  
often only minimal volumes of strong 
acid and base are used at the electrodes. 
For I E F  and ED,  a stationary grid was 
used, but for the other modes a movable 
grid was adopted to define an "observa- 
tional window. " Our algorithm advances 
this window at the migration rate of the 
leading species. 

Zone Electrophoresis 

The pertinent data used in this simula- 
tion are listed in Table 1 .  The buffer 
consisted of 20 mM cacodylate and 10 
mM tris, pH 6.20, and was initially dis- 
tributed uniformly throughout the col- 
umn, whereas the 3 m M  histidine sample 
was placed at  the center of the observa- 
tional window in a Gaussian concentra- 
tion distribution. In this buffer mixture, 
histidine has a positive net charge and 
migrates toward the cathode. Figure 1A 
shows the evolution of the histidine con- 
centration profiles at  1.2-minute inter- 
vals for a total of 12 minutes. Their 
symmetry is lost, the leading edge be- 
coming sharper than the trailing one. 
This is to be compared with Fig. lB ,  
where an identical system in the absence 
of current shows diffusion only of histi- 
dine; the distribution remains Gaussian 
as the zone spreads without losing its 
symmetry. The peak concentration of 
the histidine after 12 minutes of diffusion 
is substantially higher than that after 12 
minutes of ZE,  since "trailing" is avoid- 
ed. The addition of the histidine sample 
to the buffer background causes an initial 
local increase in pH and conductivity 
(Fig. 1, C and D). During ZE,  these 
perturbations become more pronounced, 
evolving into complex curves. The pH 
and conductivity profiles remain sym- 
metrical in the case of pure diffusion and 
are not displayed. The cause of the pat- 
terns' complexity will become obvious 
from the simulation of MBE. 

Moving Boundary Electrophoresis 

In ZE, the histidine sample was as- 
sumed to have been superimposed on a 
uniform concentration of the cacodylate- 
tris buffer. For MBE, similar concentra- 
tions were used, except that the histidine 
was assumed to have been equilibrated 
by dialysis against the buffer. Thus, the 
composition of the buffer changes across 
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the sample boundary as  a result of the 
Donnan equilibrium (23) (see Table 1). 

The descending and ascending arms of 
the simulated Tiselius cell were comput- 
ed separately and are presented on the 
left and right sides of Fig. 2. In each 
case, the buffer-equilibrated sample oc- 
cupied half of our observational window, 
the buffer the other half. The evolution 
of the histidine boundaries shown in the 
top panels differs radically between the 
two arms. The descending arm shows 
the expected migration of the boundary 
and its broadening due to diffusion. In 
the ascending arm, there is an initial 
readjustment of histidine concentration; 
its profile remains unchanged thereafter. 
This behavior is typical of ITP and re- 
sults from the formation of a mixed histi- 
dine-cacodylate isotachophoretic step. 
The average mobility of the cacodylate- 
histidine mixture is lower than the net 
mobility of cacodylate ion alone, which 
is a necessary condition for ITP. The 
common counterion is tris. Separation of 
histidine from cacodylate is impossible 
because of the imposed infinite supply of 
both ions at  the ends of the observational 
window. The center row in Fig. 2 shows 
the corresponding profiles of the advanc- 
ing cacodylate boundary at the sample- 
buffer interface. The initial step disconti- 
nuity in cacodylate concentration is due 
to  Donnan's equilibrium. The descend- 
ing boundaries are again characterized 
by diffusional spreading, whereas the 
ascending boundaries are self-adjusting. 
Similar behavior is exhibited by the pH 
profiles shown in the bottom row of Fig. 
2. There is a significant drop in pH 
across the sample-buffer boundary in the 
ascending arm and a pH increase across 
the descending arm. Conductivity pro- 
files were similar and are therefore not 
reproduced. 

The similarity to  Z E  (Fig. 1) is obvi- 
ous. The ascending arm in MBE mimics 
the frontal boundary in ZE,  the descend- 
ing arm reflecting the trailing boundary 
in ZE.  Superimposition of the two pro- 
files yields the sinuous curves obtained 
for conductivity and pH in ZE.  Thus, the 
formation of the mixed isotachophoretic 
step explains the loss of symmetry in the 
ZE histidine plots. 

Isotachophoresis 

For the initial distribution of compo- 
nents, cacodylic acid was assumed to be 
the leading ion, histidine the terminator, 
and tris the common counterion. At the 
chosen concentrations, histidine was 
negatively charged and had a lower net 
mobility than cacodylate (see Table 1). 

In Fig. 3, histidine occupies the cathodic 
(left) side of the column and cacodylate 
the anodic end. The three-component 
system is sufficient to form a single iso- 
tachophoretic boundary. The system dif- 
fers from the ascending branch of MBE, 
where the terminator was a mixed zone 
of histidine and cacodylate. 

Two simulations were performed to 
show the model's ability to reproduce 
the self-adjusting decrease (left side of 
Fig. 3) or increase (right side of Fig. 3) of 
histidine concentration predicted by 
Kohlrausch (20). This required different 
input concentrations of the leading ion, 
cacodylate, but the other concentrations 
were unchanged. The graphs are largely 

self-explanatory and clearly demonstrate 
the model's ability to generate the ex- 
pected adjustments in concentration, 
which are in exact agreement with the 
Kohlrausch regulating function. 

Isoelectric Focusing 

The boundary conditions differ in I E F  
since it is assumed that the current 
across the ends of the column is carried 
only by hydrogen and hydroxyl (21) and 
that all changes originate at  the elec- 
trodes, propagating toward the center. 
This is reflected in the much-delayed 
central focusing of histidine, as  com- 
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Fig. 5. pH and conductivity profiles for Fig. 4. Times are 0, 30, 90. 150, 210, 270, 330, and 390 
minutes of isoelectric focusing. 
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Fig. 6. Simulation of electrodialysis. The nearly vertical lines represent a 100 mM histidine 
membrane in Gaussian distribution. The buffer was 23.9 mM cacodylate and 45.3 mM tris, pH 
8.26. (Left) Polarization of cacodylate (Caco) at the cathodic side of the membrane with 
depletion of tris at the anodic side. (Right) Conductivity and pH plots. Plots at 2-minute 
intervals for a total of 10 minutes. 
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pared to the focusing of acid and base 
(Fig. 4). The final profiles resulting from 
the transient model were identical to 
those obtained by our earlier steady- 
state model (19). 

The evolution of the p H  and conduc- 
tivity profiles is shown in Fig. 5. An 
initial uniform distribution of all three 
components was assumed, represented 
by the horizontal lines in all plots. Pro- 
files are shown after 30 minutes of focus- 
ing and at  hourly intervals thereafter, for 
a total of 390 minutes of focusing at 
constant current density. The conductiv- 
ity profiles clearly show the generation 
of "conductivity gaps," regions of lower 
conductivity at the ends of the column 
and near its center. These coincide with 
accumulation of undissociated acid, 
base, and ampholyte, as shown in our 
earlier computations of the steady state 
in I E F  (19). 

Electrodialysis 

Electrodialysis is widely used for de- 
salting aqueous solutions (24) and relies 
on ion-permselective membranes; mem- 
branes formed from anion-exchange res- 
ins allow the preferential electrical trans- 
port of anions and tend to reject cations, 
while those incorporating cation-ex- 
change resins display reversed selectiv- 
ity. 

In our simulation, a stationary solution 
containing cacodylic acid and tris, p H  
8.26, was assumed to be electrodialyzed 
across a membrane incorporating 100 
mM histidine, immobilized in Gaussian 
distribution. The negatively charged his- 
tidine membrane was initially equilibrat- 
ed by dialysis against the electrolyte 
mixture. Donnan's equilibrium resulted 
in an initial increase in tris concentration 
within the membrane and a decrease in 
cacodylate concentration. When a cur- 
rent was imposed,, the negatively 
charged membrane rejected the cacody- 
late ions, causing them to accumulate at 
the cathodic side. As a result, most of 
the current across the membrane is car- 
ried by tris ions, causing their depletion 
from the anodic side. These concentra- 
tion polarizations and the corresponding 
p H  and conductivity profiles are shown 
in Fig. 6. 

Discussion and Future Directions 

Our objective was to demonstrate that 
diverse electrophoretic processes can be 
described by a single mathematical mod- 
el and computation scheme. The model 
was constructed from fundamental equa- 

tions describing mass transport, disso- 
ciation equilibria, conservation of mass 
and charge, and the principle of electro- 
neutrality, thereby avoiding most of the 
restrictive assumptions inherent in earli- 
er models and simulations (15-17). 

The computation scheme is capable 
not only of simulating features of ZE, 
MBE, ITP, and IEF,  but also reveals 
details of boundary structures (concen- 
tration, p H ,  conductivity), not easily 
amenable to direct experimental obser- 
vation. It is important to  note that the 
four modes differ only in the initial distri- 
bution of components along the electro- 
phoretic column and the boundary per- 
meability-stipulations that can be 
traced to Kohlrausch (20) and Hittorf 
(21). The Kohlrausch-Hittorf constraints 
can be seen as  defining an "electropho- 
retic plane," wherein these four modes 
represent idealized points within a virtu- 
ally infinite gradation of possibilities. 

The many actual electrophoretic tech- 
niques in current use require constraints 
not considered by Kohlrausch and Hit- 
torf. Examples of these constraints are 
specific affinities, as in immunoelectro- 
phoresis; molecular sieving, as in high 
density polyacrylamide gels; cross-flow, 
as in continuous flow electrophoresis; 
counterflow, as  occasionally utilized in 
ITP; magnetic fields, as in electromagne- 
tophoresis; fixed charges, as in I E F  with 
immobilized p H  gradients; charged 
membrane barriers, as in ED; and neu- 
tral membrane barriers, as  in electrode- 
cantation or forced-flow electrophoresis. 
Some of these constraints can be easilv 
incorporated into the present program, 
as  demonstrated for ED. Molecular siev- 
ing can be modeled by making the mobil- 
ity of a species dependent on its position 
along the column axis. Systems involv- 
ing bulk fluid motion, such as  cross-flow 
electrophoresis (25), would require sub- 
stantial model modification. Neverthe- 
less, a logical classification of electro- 
phoretic techniques emerges in terms of 
their location within a multidimensional 
"electrophoretic space," characterized 
by initial and boundary conditions as  
well as the other possible constraints. 

Simulation can also facilitate the de- 
velopment of new separation techniques 
by exploration of constraints not yet 
realized in the laboratorv. such as the + ,  

imposition of selective ion permeabilities 
a t  the boundaries. The program is al- 
ready being used for the formulation of 
optimized buffer mixtures for I E F  in the 
absence of commercial carrier ampho- 
lytes. Although a five-component pro- 
gram is now available, further expansion 
is desirable. The inclusion of noninterac- 
tive protein "samples," that is, proteins 

present in trace quantities, is easily ac- 
complished, but more complicated ex- 
tensions are also envisaged. In addition, 
experimental validation studies are in 
progress. One impediment is the paucity 
of reliable data on mobilities and disso- 
ciation constants. Comparison between 
experimental results and computer simu- 
lation may help to refine these data. 

Despite the simplifications that attend 
each of the aforementioned electropho- 
retic modes, it should be recognized that 
each contains elements of all the funda- 
mental modes. The overall similarities 
between ZE and MBE, and the presence 
of an ITP step in the ascending arm of 
MBE, have been illustrated. Further- 
more, p H  gradients are intrinsic features 
of electrophoresis, and elements of I E F  
may be present in many separations. 
Indeed, it is clear that adjusting the ini- 
tial distribution of components and con- 
trolling boundary permeabilities produce 
a wide variety of electrophoretic pro- 
cesses, some of which have heretofore 
eluded study. 
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the fire ecology of California brush and 
grasslands (9) have attempted to recon- 
struct past fire frequency and stand mo- 
saics from fire scars and dendrochronol- 
ogy ( lo) ,  newspapers, government expe- 

Fire Mosaics in Southern California 
and Northern Baja California 

Richard A. Minnich 

Wild-land fire, which has been a fea- ization beginning around 1880, the pres- 
ture of the southern California landscape ervation of natural vegetation was recog- 
throughout historic time and into the nized as central to the prevention of 
recent geologic past ( I ) ,  is a symptom of watershed erosion and flooding (6). In 
the prevailing Mediterranean climate. 1892 the mountain public domain was 

Summary. In spite of suppression efforts, severe wildfires burn large areas of 
southern California grassland, coastal sage scrub, and chaparral. Such large burns 
may not have been characteristic prior to the initiation of fire suppression more than 
70 years ago. To compare controlled with uncontrolled areas, wildfires of southern 
California and adjacent northern Baja California were evaluated for the period 1972 to 
1980 from Landsat imagery. Fire size and location, vegetation, year, and season were 
recorded. It was found that suppression has divergent effects on different plant 
communities depending on successional processes, growth rates, fuel accumulation, 
decomposition rates, and length of flammability cycles. These variables establish 
feedback between the course of active fires, fire history, spatial configuration of 
flammable vegetation, and fire size. Suppression has minimal impact in coastal sage 
scrub and grassland. Fire control in chaparral reduces the number of fires, not burned 
hectarage; fires consequently increase in size, spread rate, and intensity and become 
uncontrollable in severe weather conditions. The Baja California chaparral fire regime 
may serve as a model for prescribed burning in southern California. 

Winter rains nourish extensive carpets of 
shrubs and grasses; the long summer 
drought parches them. Dead twigs, fo- 
liage, and litter accumulate in vast quan- 
tities because of limited microbial de- 
composition (2, 3). Inevitably, fires kin- 
dle and spread, fuel and weather permit- 
ting. 

Spanish and Anglo-European shep- 
herds and farmers living in the Los An- 
geles coastal plain before the 20th centu- 
ry expressed little concern over moun- 
tain fires, even when they reported (4, 5) 
fires burning for months until extin- 
guished by autumn rains. However, with 
rapid agricultural expansion and urban- 

federalized as the nation's first forest 
reserve. Fire suppression was part of 
this change in jurisdiction. 

In recent years, land managers have 
become increasingly interested in the 
concept of setting small, controllable 
fires to prevent excessive fuel accumula- 
tion and catastrophic blazes (7, 8) .  This 
attempt to change the fire pattern re- 
quires understanding the impact of fire 
suppression on vegetation. Since fire 
suppression has been a long-standing 
policy, there is no wild landscape in 
southern California in which such sup- 
pression has not been practiced, thus 
precluding comparisons. Investigators of 

ditions, diaries, and old photographs (5). 
The fragmentary nature of such data has 
been severely limiting to the reconstruc- 
tion efforts. 

Although a similar landscape without 
fire control exists in neighboring north- 
ern Baja California, a formal compilation 
of Baja California fires was impossible 
until the 1972 launch of the orbiting 
Landsat platform. Using this new source 
of information, I reconstructed the fire 
history of southern California and adja- 
cent Baja California for the period 1972 
to 1980, and thus determined the conse- 
quences of fire suppression in grassland, 
coastal sage scrub, and chaparral. I 
found that a fire suppression strategy 
that attempts to extinguish all fires be- 
fore they become large may promote 
large burns in some vegetation types. A 
few fires burning in severe weather easi- 
ly escape control and denude large areas. 

The Physical Environment 

The area analyzed extends from 35"N 
in southern California to 30°N in north- 
ern Baja California (Fig. 1). Terrain is 
mostly mountainous, with scattered 
coastal plains, alluvial valleys, and ba- 
sins. Mountain ranges form two distinct 
structural units: the west-to-east orient- 
ed Transverse Ranges (western Trans- 
verse Ranges and the Santa Monica, San 
Gabriel, and San Bernardino Mountains) 
and the northwest-southeast trending 
Peninsular Ranges (the Santa Ana, San 
Jacinto, Palomar, and Laguna Moun- 
tains, Sierra Juarez, and Sierra San Pe- 
dro MBrtir). 

Winter precipitation, which results 
largely from frontal disturbances of the 
polar front jet stream, decreases south- 
ward along the coast from 400 millime- 
ters per year at Los Angeles to 250 
millimeters at San Diego and Ensenada 
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