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Defining Consumer Deception 

I was shocked and chagrined to read 
R. Jeffrey Smith's article (News and 
Comment, 24 Dec., p. 1289) questioning 
my attempts to institute more scient8c 
standards for regulation here at  the Fed- 
eral Trade Commission (FTC). 

Surely readers would not deny the 
need to base regulatory action upon 
good, scientific evidence. The questions, 
then, are how much and what kind. 
Congress and the courts have clearly 
told us (I) that the FTC has relied on too 
little scientific evidence in the past. 
Moreover, in the ad substantiation area, 
the FTC has too often been unwilling to 
evaluate scientific evidence presented by 
advertisers. And, unlike the Food and 
Drug Administration, the FTC has no 
current protocols as  to what constitutes 
appropriate tests for claims made. Un- 
fortunately, some have jumped to the 
erroneous conclusion that my attempt to 
answer these questions is evidence that 
the Reagan Administration believes that 
advertisers should not be held to any 
standard. 

Smith says that, I ,  "in particular," 
dislike "the existing statutory ban on 
'deceptive acts or practices."' As I 
have indicated on many occasions, I do 
not object to the statutory ban, but I 
would like the term deception clearly 
defined. This is one of those issues 
where everyone knows what the term 
means, but it means different things to 
different people. A review of the FTC's 
decisions in this area constitutes ample 
evidence on this point. 

Smith characterizes me and my col- 
league, Timothy Muris, as  "champions 
of the business community's right to free 
speech." Yes, we are in favor of free 
speech, but we also support truth in 
advertising and oppose attempts by the 
advertising community to be excluded 
from the FTC's jurisdiction over "unfair 
acts or practices." 

Smith implies that the advertising in- 
dustry is opposed to my initiatives. The 
fact is that all three advertising trade 
associations have endorsed the need to 
define deception and also my proposed 
investigation of the FTC's various proce- 
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dures for dealing with ad substantiation. 
While on the one hand condemning my 

proposals for seeming to rely less on 
scientific evidence, Smith later reports 
Commissioners Clanton and Pertschuk 
as saying that my proposals would re- 
quire extensive consumer surveys and 
other evidentiary bases for action. One 
obviously can't have it both ways. 

Truthful advertising is an emotional 
issue for many people and a goal most 
support. But how best to achieve that 
goal is something over which reasonable 
people can disagree. Public debate over 
the issue is important, but it will not be 
helped by articles such as  Smith's. The 
readers of Science deserve better. 

JAMES C. MILLER I11 
Ofice of the Chairman, 
Federal Trade Commission, 
Washington, D.C. 20580 
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1. See, for example, the congressional restrictions 
imposed in the FTC Improvements Act of 1980 
(PL 69-252 96th Congress, 2nd sess.. 1980) and 
contained in last year's (unsuccessful) reauthori- 
zation bills (H.R. 6995 and S .  2499, 97th Con- 
gress, 2nd sess., 1982). With respect to the 
courts, see my remarks before the Virginia Bar 
Association, Virginia Beach, 19 June 1982. 

The FTC Improvements Act of 1980 
contains no criticism of the agency's 
policy on false or deceptive advertising. 
In fact, the legislative history explicitly 
states Congress' belief that "the adver- 
tising substantiation program has been 
an important element of the Commis- 
sion's effort to police the marketplace 
and protect consumers." 

With regard to Miller's disapproval of 
"the existing statutory ban on deceptive 
acts o r  practices," my article clearly 
stated that he favored a different defini- 
tion and was not proposing to omit the 
requirement entirely. 

As to the comment about "having it 
both ways," there is no contradiction. 
As the article noted, Miller's proposal 
would clearly shift the burden of proof 
from industry to the agency's Bureau of 
Consumer Protection. Less evidence 
would be needed to substantiate adver- 
tisements, while more would be required 
to substantiate regulatory enforce- 
ment.-R. JEFFREY SMITH 

We object to Eric Frumin's descrip- 
tion (Letters, 28 Jan. ,  p. 340) of our 
published findings (I) regarding the res- 
piratory health of cotton textile workers, 
particularly what we said about the "mill 
effect." We also object to his discussion 
of our testimony at  the Occupational 
Safety and Health Administration 
(OSHA) hearing on the proposed cotton 
dust standard. 

Frumin quotes parts of a consultant's 
report written by John M. Peters (2) for 
the Amalgamated Clothing and Textile 
Union about the "mill effect" observed 
in the study of byssinosis performed by 
researchers at  Tulane University (1). 
The "mill effect" represents unex- 
plained variability in byssinosis preva- 
lence between mills after accounting for 
variation resulting from the level of ex- 
posure, smoking, job category, and 
length of employment. 

Peters purports to eliminate the "mill 
effect" by using four categories of expo- 
sure rather than the three we used, say- 
ing that the use of three exposure catego- 
ries masked the effect of high exposure 
in one of the mills. His analysis shows a 
dose-response relationship when byssi- 
nosis prevalences are collapsed across 
mills. We also reported a dose-response 
relationship when three categories of ex- 
posure are used (1). There is, however, 
significant variability between mills, af- 
ter accounting for dose, when either 
three or  four categories are used. The 
"mill effect" thus persists in spite of the 
analysis by Peters. 

That there is variability in responses to 
cotton dust exposure between mills not 
explained by other measured factors 
should not be particularly surprising and 
has been accepted by the National Insti- 
tute of Occupational Safety and Health 
in their studies of exposure to nontextile 
cotton (3). Mill variability may result 
from qualitative o r  quantitative differ- 
ences in cotton contaminants, unac- 
counted-for personal factors in the host, 
or levels of past dust exposure. There 
may be other explanations. 

Because there may be information in 
the "mill effect," denying its existence 
may hinder the search for the unknown 
agent(s) and mechanism(s) responsible 
for byssinosis. It  is only after they have 
been identified that environmental con- 
trols protecting all workers can be insti- 
tuted. Until that time, dust levels should 
be controlled. The Tulane study suggests 
that a suitable exposure limit lies in the 
range between 200 and 500 micrograms 
per cubic meter. A range was given 
because physiological measurements 

18 MARCH 1983 



16,110 rps 

7 Tasks 64KTasks 

BASIC 

Yes (64 bit) 

None 
l~near regresslon. 

Included in Graph~cs, 
Basicsystem Network~ng 

Network~ng Any ASCII ASCII networking DEC computers only 
compatible promised 

1274 Circle No. 358 on Readers' Sewice Card 

suggest that 200 p,g/m3 is appropriate and 
byssinosis symptoms suggest 500 p,g/m3. 

Turning to the testimony of one of us 
(H.W.) at the OSHA hearing in 1977, our 
research findings, as summarized above, 
demonstrate a range of dust levels within 
which a prudent permissible cotton dust 
exposure limit should be established. 
This range reflects the scientific uncer- 
tainties that frequently must be accepted 
in public policy decision-making. Indi- 
cating that this range is 200 to 500 p,g/m3 
does not say that the upper value should 
be used to promulgate the standard, nor 
that the lower level is inappropriate; we 
have said neither, then or since. Quite to 
the contrary, we have supported the 
standard and have never suggested a 
more permissive revision, a fact recently 
reported in an editorial by an investiga- 
tor (4) whose data and conclusions are 
heavily supported by Frumin. 

The following excerpts from H.W.'s 
testimony, which Frumin does not 
quote, conflict with his characterization 
of this testimony (5): 

There is a dose-response relationship be- 
tween exposure to cotton dust and a biologic 
effect, measured either with the questionnaire 
or pulmonary function testing. (page 314) 

I strongly favor the prevention of the dem- 
onstrated reduction in air flow as measured 
spirometrically or obtained through the ques- 
tionnaire responses. Because, ultimately, [by] 
preventing the bronchial constrictive effect, I 
think we will probably prevent the chronic 
disease. (page 3 17) 

Assuming that there is a relationship be- 
tween the acute and chronic response, and I 
have no reason to believe there is not, then 
the detection of such a response or reaction is 
obviously highly desirable, because it allows 
an individual to modify his or her exposure in 
order to effect prevention of further changes. 

(pages 363-364) 

I don't know how to assess the contribu- 
tion, say, of cigarette smoking in an individual 
like that and dust exposure, and I think proba- 
bly, as has been done in other industries, the 
presumption may have to be made that that 
exposure may have played a role and, there- 
fore, further exposure is contraindicated. 

(page 387) 
I've said throughout that the dust effect is 

real and it's there, but in addition to a dust 
effect there is also an influence exerted by 
something else which we're not measuring 
having to do with mill. . . . (page 432) 

Neither science or occupational health 
benefits from misleading descriptions of 
research findings or publicly stated 
views on public policy issues. 

HANS WEILL 
JOHN E. DIEM 

Department of Medicine, 
Pulmonary Diseases Section, 
Tulane Universio School of Medicine, 
New Orleans, Louisiana 70112 
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Mexican Food System 

In this day and age events sometimes 
move faster than editors. The Mexican 
Food System (SAM) mentioned in John 
Walsh's article on Mexican agriculture 
(News and Comment, 18 Feb., p. 825) 
was in fact abandoned in January as a 
part of the Mexican government's bud- 
get cutting. 

PHILIP RUSSELL 
Colorado River Press, Box 7547, 
Austin, Texas 78712 

The Long Wave 

David Dickson's discussion of the eco- 
nomic long wave or Kondratiev cycle 
(News and Comment, 25 Feb., p. 933) 
provides a good summary of the innova- 
tion theories of the long wave that have 
emerged since the stagnation of the late 
1970's. There is no doubt that renewed 
emphasis on basic research and R & D 
are important ingredients for economic 
revitalization. However, vigorous stimu- 
lus of research is not a sufficient re- 
sponse to the current crisis. 

Since 1975 the System Dynamics Na- 
tional Model (1) has provided an increas- 
ingly rich theory of the economic long 
wave. As mentioned in the article, the 
theory is not based solely on innovation 
but integrates many factors hypothe- 
sized by others as the prime mover in the 
long wave, including innovation, labor 
dynamics, price movements, financial 
and monetary policy, capital accumula- 
tion, international trade, and even politi- 
cal value shifts (2). The core of the 
theory, however, is the idea of capital 
"self-ordering"-the fact that in the ag- 
gregate, the capital-producing sector of 
the economy must order capital plant 
and equipment from itself in order to 
increase capacity. To illustrate, consider 
the situation after World War 11: the 

nation's capital stock and infrastructure 
were old and severely depleted after 10 
years of depression and roughly 5 years 
of wartime production. As the demand 
for consumer goods, services, and hous- 
ing rose, manufacturers of capital plant 
and equipment had to expand their own 
capacity, further swelling the demand for 
structures, equipment, materials, trans- 
portation networks, and other infrastruc- 
ture, and also boosting wages, encourag- 
ing more capital-intensive technologies. 
This self-reinforcing feedback stimulated 
further expansion of investment and 
started the boom of the 1950's and 
1960's. In order to both satisfy long-run 
demand and rebuild the capital and infra- 
structure, the capital-producing sector 
had to expand beyond the long-run needs 
of the economy. By the late 1960's, the 
capital stock had been largely rebuilt, 
and investment began to slow to a level 
consistent with replacement and long- 
run growth. Excess capacity and unem- 
ployment began to show up in basic 
industries. Faced with excess capacity, 
investment in these basic industries was 
cut back, further reducing the need for 
capital and reinforcing the decline in 
investment as the economy moved 
through the 1970's and into the 1980's. 
Because physical capacity and infra- 
structure are quite long-lived, the excess 
capacity developed in the long-wave ex- 
pansion continues to depress investment 
(and hence aggregate demand) long after 
output falls. 

Simple formal models incorporating 
the self-ordering mechanism and rational 
decision rules for managing investment 
and production can generate the long 
wave without any technological change 
(3). As discussed by Forrester (4) and 
Graham and Senge (5), commitment to 
the existing technological base depresses 
innovation during the expansion phase, 
but during the downturn, as the old infra- 
structure is written off the books and 
physically depreciates, new technologies 
become more attractive. Thus in con- 
trast to the "innovation hypothesis of 
the long wave" favored by the neo- 
Schumpeterian school, the national mod- 
el suggests that a "long-wave hypothesis 
of innovation" better describes the situa- 
tion. 

Freeman and other long-wave theo- 
rists are correct that the current depres- 
sion is not an ordinary trough in the 
business cycle. But while stimulating ba- 
sic research and training the labor force 
for "new-wave" technologies are impor- 
tant, innovation alone will not be suffi- 
cient to lift the economy into a sustained 
recovery as long as excess capacity in 
basic industries continues to depress in- 

vestment (6). Indeed, in the early years 
of the high-tech boom here in Massachu- 
setts, many companies chose to rehabili- 
tate unused mill and warehouse space 
rather than build new. Only after the 
stock of excess space was drawn down 
did construction of new facilities catch 
up to the expansion of the high-tech 
industries. The Japanese policy of 
planned capacity reductions and worker 
retraining in the aluminum and shipbuild- 
ing industries (7) provides an example of 
an effective response to excess physical 
capacity. 

JOHN D, STERMAN 
Sloan School of Management, 
Massachusetts Institute of Technology, 
Cambridge 02139 
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Lake Erie, Not Lake Huron 

Does the recent closing of the Univer- 
sity of Michigan's Department of Geog- 
raphy have anything to do with what 
appears to be Lake Erie on your cover of 
25 February being designated as Lake 
Huron? 

CHARLES N. BARNUM 
Apartment 902, 
1530 Queens Road, 
Charlotte, North Carolina 28207 

Landsat 1 makes vegetation look red 
and Lake Huron look eerie. 

WILLIAM C. DEWEL 
Department of Biology, 
Appalachian State University, 
Boone, North Carolina 28608 

What led you to such a perception? 
An eerie misrecollection? 
Or was it a twisted neuron 
Which caused you to call it Lake Huron? 

JAMES A. SCHELLENBERG 
87 Heritage Drive, 
Terre Haute, Indiana 47803 
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