
Cellular Mechanism of Neuronal Synchronization in Epilepsy 

Abstract. Interictal  pikes are a simple kind of epileptic neuronal activity. Field 
potentials and intracellular recordings observed during interictal spike5 ofpenicillin- 
treated slices of the hippocampus were reproduced by u mathematical model of a 
network of 100 hippocampal neurons from the region including CA2 and CA3. The 
model shows that this form of neuronal synchronization arises because of m~ltual  
excitation between neurons, each of which is capable of intrinsic bursting in 
response to a brief input. 

An interictal spike is an epileptiform 
brain event that consists, a t  the cellular 
level, of the synchronized bursting of a 
localized population of neurons. Burst- 
ing in hippocampal cells consists of rapid 
sequences of three or more action poten- 
tials, possibly interspersed with one or 
more long-duration action potentials ( 1 ) .  
In the presence of convulsant agents 
such as penicillin or bicuculline, interic- 
tal spikes occur spontaneously and can 
be evoked by electrical stimulation, in 
the neocortex and hippocampus. Interic- 
tal spikes occur in vivo (2), as  well as in 
vitro in the slice preparation (3). Interic- 
tal spikes in the slice preparation are 
similar to those occurring in vivo in their 
spontaneous periodic occurrence, extra- 
cellular field potential, and intracellular 
bursting, which is correlated with the 
extracellularly recorded event. Two im- 
portant questions about interictal spikes 
concern the mechanism by which syn- 
chronization occurs and the reason for 
the long and variable latency from a 
stimulus to the onset of an interictal 
spike. 

Experiments were done in the intact 
transverse hippocampal slice, in the iso- 
lated region including CA2 and CA3 
(CA2-CA3) and in the isolated CA2 re- 
gion (4). The CA2-CA3 region, which 
probably contains no more than a few 
thousand cells, is capable of generating 
interictal spikes in the presence of peni- 
cillin or bicuculline (3, 5). 

Recent experimental data (1) have al- 
lowed development of a plausible expla- 
nation of bursting in single CA3 neurons 
(6). To investigate synchronization, we 
have constructed a detailed computer 
model of 100 CA3 neurons, each capable 
of intrinsic bursting, interconnected by 
excitatory chemical synapses. The simu- 
lations confirm that the following known 
phenomena are sufficient to  account for 
synchronized bursting. (i) Each neuron 
is capable of bursting if sufficiently excit- 
ed by synaptic input (1). (ii) Hippocam- 
pal neurons in the CA2-CA3 region are 
mutually excitatory ( 7 ) .  ( 5 )  Recurrent 
inhibition is blocked by penicillin (8). (iv) 
In spite of such block, bursting can be 
terminated by an intrinsic cellular inhibi- 
tory process, the slow K +  current. Our 
model requires that mutual excitation be 
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sufficiently strong that bursting in one 
cell can evoke bursting in follower cells. 
Briefly, the mechanism by which an in- 
terictal spike arises in our model (9) is as 
follows. When a few cells burst together, 
either spontaneously or after triggering, 
they each induce bursting in a few fol- 
lower cells. These in turn recruit further 
cells until the majority of the population 
bursts a t  once (10, 11). Each cell partici- 
pating will, in general, receive synaptic 
inputs from other cells, both before and 
after its intrinsic bursting is triggered- 
hence the paroxysmal depolarizing shift 
(12). The event is terminated by intrinsic 
inhibitory processes. 

To  describe the behavior of single neu- 
rons, we  used a model (6) in which both 
soma and an apical dendritic region con- 
tain active N a + ,  K + ,  and c a 2 +  conduc- 
tances (13) and CaZi-mediated slow K+ 
(14), so  that soma and apical dendrites 
can burst independently ( 
tonic structure is shown i~ 

The electro- 
iig. IA, and a 

typical burst is shown in Fig. 1B. We let 
g, (Hodgkin-Huxley K+ conductance) 
have a voltage-dependent inactivation 
(15) while g,, partially inactivates with 
increasing intracellular Ca2+ (16); the 
detailed mechanism by which individual 
neurons burst is not critical to the results 
reported here (1 . 

Because MacVicar and Dudek ( 7 )  ob- 
served excitatory synaptic interactions 
between CA3 pyramidal cells in 5 of 88 
double penetrations, we inferred that 
each neuron receives input from only a 
few other cells. Extensive simulations 
with randomly connected networks of 
100 to 400 simplified neurons (11) indi- 
cated that synchronization could devel- 
op if each neuron sent its output to  an 
average of four or more other cells. We 
constructed a 10 by 10 network (Fig. 1C) 
by allowing each cell to  send synaptic 
output to any other cell with a probabili- 
ty of -05 (that is, an average of five 
outputs per cell). Once established, con- 
nections remained fixed throughout each 
simulation. Connections were made to 
two basal dendritic and two apical den- 
dritic compartments of each connected 
cell. We did not systematically test the 
effects of varying the location of the 
synaptic inputs; the expected effect of 
such variation would be to  vary the 
latency for suread of bursting from one 
cell to- anothkr. All onnections are ex- 

Fig. 1. Structural features of the model. (A) Electrotonic structure of single cell showing 
division into compartments, soma (central hexagon), basal dendritic cylinder extending below, 
and branching apical dendrite extending above. Compartments containing active ionic conduc- 
tances (Nai, K C ,  Ca2'-, and Ca2'-mediated slow K') are shaded. Locations of excitatory 
synaptic input are shown by arrows. Each dendritic compartment is 0.1 space constant in 
electrotonic length. (Bl) Intrinsic burst elicited in isolated model neuron by injected depolariz- 
ing current (1 nA for 15 msec; lower trace). Calibration: horizontal, 25 msec; vertical, 25 mV, 
2.5 nA. (B2) CA3 cell burst evoked by injected current (lower trace). Calibration: horizontal, 40 
msec; vertical, 25 mV, 1 nA. (C) Schematic structure of the model neuronal network. For 
clarity, a 7 by 7 array is shown, although a 10 by 10 array is used in the simulations. Each cell 
has the structure shown in (A). Every cell sends an output to an average of five other cells, the 
spatial location of which is random and not related to distance from the original cell. An 
example of one possible set of outputs for a cell is shown. There are no inhibitory synaptic 
inputs, and electrotonic junctions do not occur in this model. 
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citatory, since recurrent inhib~tion is pre- 
sumed to be blocked by penicillin (8). 
Cells communicate with each other as 
follows. If the soma membrane potential 
is greater than 20 mV, its axon is as- 
sumed to be active [even if the soma is in 
a state of depolarization block (2)]; the 
membrane characteristics of axons are 
not modeled explicitly. A conductance 
pulse of 0.6 mS/cm2 is then delivered to 
all follower cells after a delay of 2.1 
msec. This ensures that bursting in one 
cell will induce bursting in each follower 
cell, typically after a delay of about 1.5 
msec. The synaptic delay of 2.1 msec is 
in the observed range (7). It is not known 
if excitatory interneurons occur in this 
region, so pyramidal cells are assumed to 
excite one another directly (18). Synap- 
tic conductances arising across a cell 
membrane from two or more other cells 
add linearly. There were no electrotonic 
junctions in this model (19). Field poten- 
tials were estimated by calculating mem- 
brane current (I,) for each compartment 

Fig. 2. Simulated and 
experimentally re- 
corded epileptiform 
events. (A) Simulated 
interictal spike, ob- 
tained with steady de- 
polari~ing current of 
1.5 nA to four cells in 
one corner of nel- 
work. (Al) Percent- 
age of total cells in 
network bursting 
(that is, have fired at 
least one action po- 
tential, but are not yet 
hyperpolarized). (A2) 
Field potential. (A3) 
Simulated soma mem- 
brane potential of cell 
receiving stimulus. 
Note double burst re- 
sulting from EPSP 
impinging during 
major part of interic- 
tal spike. (A4) Mem- 
brane potential of an- 
other, more typical, 
cell. (AS) Membrane 
potential of same cell 
as in (A4), with simu- 
lation as above, but 
with 1.5 nA of hyper- 
polarizing current in- 
jected into this cell, 
revealing underlying 
EPSP. (B) Exper- 
imenlal interictal 
spikes, evoked by 
brief shocks to fim- 
bria and recorded in 
CA2 region of the 
pencillin-treated hip- 
pocampal slice. (B2) 
Field ~otential ,  isolat- 

of the 100 neurons and summing the I, 
terms, each weighted by the reciprocal 
of the distance squared of the respective 
compartment from a fixed "recording 
electrode" (20). 

When four neighboring cells (called 
initiating cells) are stimulated with a 
steady depolarizing current, a cascade of 
bursting develops, yield~ng the simulated 
potentials of Fig. 2A. A similar sequence 
of events occurs when different sets of 
cells are stimulated (not shown). The 
number of cells "bursting" (having fired 
at least one action potential, but with the 
soma potential not yet hyperpolarized) 
rises to  99 and then abruptly falls to O 
(Fig. 2, Al ) .  The simulated field poten- 
tial (Fig. 2, A2) is "recorded" near the 
opposite corner from the stimulus. In the 
simulation, the latency to maximum field 
potential is 34 rnsec, which is in the 
experimental range. Varlabdity of the 
latency with change In location of the 
stimulus occurs in this model because, 
with random interconnection?, the pre- 

Simulation 

A 
Experiment 

ed C A ~ .  (B3) to (B5) Intracellular records during interictal spikes in intact slice. (B4) and (B5) 
are from same cell but (Bj) is shown duripg injection of hyperpolarizing current. Triangles mark 
stimulus artifacts. Calibration: 50 msec in (A) and 60 msec in (B); 25 mV for intracellular 
records in (A), 4 mV in (B2), and 20 mV in (H3) to (B5). 

cise pattern of spread of bursting de- 
pends on the local connectivity. Since, in 
the model, all cells begin in the resting 
state, the model does not reproduce the 
experimentally observed variability of 
latency for stimuli applied to the same 
location (5); such variability in latency 
may result from background fluctuations 
in, for example, bursting threshold. The 
multiple peaks in the field potential cor- 
respond to action potentials in various 
cells in the network, whereas the posi- 
tive slow wave corresponds in p a n  to 
summated slow IS+ currents as well as to 
synaptic currents. Sample soma mem- 
brane potentials are shown in Fig. 2, A3 
t~ A5. Figure 2, A3, shows a double 
burat in an initiating cell. The first burst 
was caused by the stimulus, whereas the 
second was caused by synaptic inputs 
from other cells bursting during the ma- 
jor part of the interictal spike. Double 
bursts like this are seen experimentally 
(Fig. 2, B3). Another (more typical) cell 
burst is seen in Fig. 2 ,  A4; this long 
latency burst began 50 msec after onset 
of the stimulus. All bursts are followed 
by an afterhyperpolar~zation In another 
simulation, a 1 5-nA hyperpolarizing 
current was passed through the cell of 
Fig. 2, A4. Thzs revealed the underlying 
synaptlc event (Fig. 2, AS). 'This partlcu- 
lar cell received synaptrc Inputs irom 
onlv two other cells. Cells in the rietwork 
receiving four o r  more inputs could not 
be completely prevented from producing 
action potentials during interictal spikes 
when hyperpolarized by as much as 42 
mV relative to  resting potential (not 
shown). Experimentally, it was difficult 
to hyperpolarize most neurons enough to 
block all action potentials during an in- 
terictal spike. 

We propose that epileptiform synchro- 
nized bursting is possible because of 
three experimentally observed features 
of this system: intrinsic bursting capabil- 
ity, mutual synaptic excitation, and dis- 
inhibition. Because of mutual excitation 
between CA3 cells, the CA2-CA3 region 
appears to be able to  act as  a trigger Lone 
for synchronized discharge involving 
wider regions of the hippocarnpus (3, 5). 
CAI, which cannot endogenously gener- 
ate interictal spikes in the slice (3), ap- 
pears to lack recurrent synaptic excita- 
tion (21). One specific assumption in our 
model remains to be verified directly: 
that bursting in a precursor cell will 
cause not only an excitatory postsynap- 
tic potential (EPSP). but also bursting in 
a follower cell. The requirement for dis- 
inhibition in our model is not absolute so  
long as bursting can spread from cell to 
cell. This model does not elucidate the 
possible role of electrotonic gap junc- 
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tions in synchronization (19). We have 
performed additional simulations indi- 
cating that dendritic electroresponsive- 
ness, such as we have used, is not re- 
quired for initiation of interictal spikes if 
the chemical synapses are sufficiently 
strong. Whether signal amplification via 
active dendritic bursting is necessary for 
synchronization remains to be deter- 
mined experimentally. 
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New Dopaminergic and Indoleamine-Accumulating Cells in the 
Growth Zone of Goldfish Retinas After Neurotoxic Destruction 

Abstract. Juvenile goldjslz were allowed to grow for 3 rnorzths after doparninergic 
or indoleatnine-accum~tlating cells in their retinas had been destroyed by intravitreal 
injection of 6-hydroxydopamine or 5,7-dilzydroxytryptamine, respectively. New cells 
of each type were found growing in concentric rings at the margin of the retina. To 
compensate for the loss of dopaminergic innervation in retinas treated with 6- 
hydroxydopanzine, cells in the growth zone appeared to proliferate at a higher rate 
than those in untreated retinas and long processes were extended into the retina by . . 
t h e j r s t  dopanzinergic cells to appear. 

In histological and histochemical stud- 
ies of retinal enlargement in the goldfish 
eye, Easter and his colleagues (1) found 
that the number of neurons per retina 
increases with growth while the density 
(except for rods) decreases (1 ,  2). Thy- 
midine autoradiography has demonstrat- 
ed that cell proliferation leading to the 
formation of new neurons takes place 
only in the peripheral zone neighboring 
the ora terminalis (2). Therefore, new 
retinal tissue is added in concentric 
rings. Fluorescence microscopic studies 
of goldfish and carp retinas have re- 

vealed that, with increasing diameter of 
the retina, dopaminergic (DA) cells (3) 
and indoleamine-accumulating (IA) cells 
(4) also increase in number while de- 
creasing in density (5). This pattern of 
growth is thus identical to that described 
for other classes of retinal cells (2). 

In the retinas of adult carp (body 
length, 30 to 35 cm), DA cells are de- 
stroyed by intravitreal injection of 6- 
hydroxydopamine (6-OHDA), and IA 
cells are destroyed by 5,7-dihydroxy- 
tryptamine (5,7-DHT) (6). Total destruc- 
tion of IA cells can be achieved by a 

Table 1. Body length, eyeball diameter, retinal growth zone width, and DA and IA cell density 
in control goldfish and in goldfish treated with 6-OHDA or 5,7-DHT 3 months before eyeball 
enucleation. Growth zone width and cell density are corrected for tissue shrinkage in the 
fixative (5). Values are means i standard errors. 

Body Eyeball Growth Cells per 
length, d~ameter , zone square millimeter 

Group tip to tip N" horizontal width - 

(cm) (mm) (w) I4 A 1A 

6-OHDA- 12.0 t 0.5 7 7.0 t 0.1 252 t 37 186.4 i 54.0t 200.6 +- 53.01 
treated , 

5,7-DHT- 12 5 r 0.7 5 7.0 t 0.1 251 t 42 144.3 + 51.9 166.6 t 41.2 
treated 

Control, 12.3 i 0.8 6 7.1 t 0.1 2521 112.6 t 16.7 132.2 t 13.2 
end of 
experi- 
ment 

*Number of retinas examined. +Significantly different from corresponding control value at P < .02 
(Student's 1-test). $Corresponds to the mean value for growth zone width in all the treated retinas. 
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