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Secondary Structure of 
16s Ribosomal RNA 
Harry F. Noller and Carl R.  Woese 

Ribosomes are responsible for transla- 
tion of the genetic code in all organisms. 
They are large and complex macromo- 
lecular structures; for example, the 
Escherichia coli ribosome has a molecu- 
lar weight of 2.6 x lo6 comprising about 
52 different proteins as well as the 5S, 
16S, and 23s ribosomal RNA's (rRNA's) 
(I ,  2). This particle, called the 70s ribo- 
some, can be dissociated into a 30s and 

conventional physical approaches to ri- 
bosome structure, various ingenious ap- 
proaches have emerged, including stud- 
ies concerned with determining the spa- 
tial location of the ribosomal proteins by 
chemical cross-linking (3), neutron dif- 
fraction (4), singlet-singlet energy trans- 
fer (3, and immuno electron microscopy 
(6, 7). The results of these studies appear 
to be converging on a mutually consist- 

Summary. A secondary structure model for 16s ribosomal RNA which is based on 
available chemical, enzymatic, and comparative sequence data shows good agree- 
ment between constraints dictated by the model and a wide variety of experimental 
observations. The four major structural domains created by the base-pairing scheme 
correspond closely to RNA fragments isolated after nuclease digestion in the 
presence of bound ribosomal proteins. Functionally important sites appear to be 
located in unpaired regions and are phylogenetically highly conserved. 

50s subunit, both of which contain RNA 
and protein in noncovalent association. 
The 30s subunit contains the 16s rRNA 
(1542 nucleotides) and a single copy of 
each of 21 different proteins. The 50s 
subunit contains the 5S rRNA (120 nu- 
cleotides) and the 23s rRNA (2904 nucle- 
otides); it also contains a single copy of 
31 different proteins and four copies of 
one protein (called L7-L12). 

This complexity implies an extraordi- 
narily high degree of asymmetry, and for 
this reason straightforward solutions to 
the structure of the ribosome are not 
likely to be forthcoming. At present, 
ribosome crystals suitable for x-ray dif- 
fraction analysis are not available, but if 
and when they become so, crystallogra- 
phers are likely to be challenged with a 
formidable problem. In the absence of 
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ent set of coordinates for the location of 
several of the proteins in the 30s ribo- 
somal subunit. 

Although in one sense we have learned 
a lot about ribosomal structure during 
the past two decades, we nevertheless 
can still give no more than a superficial 
description of the translation mecha- 
nism. Our failure to apprehend the es- 
sence of this mechanism might, of 
course, reflect the inherent complexity 
of the ribosome; but it could equally 
mean that we have yet to focus on its 
essence. For technical reasons, if not 
conceptual prejudice, almost all effort up 
to now has gone into characterizing ribo- 
somal proteins and various protein fac- 
tors associated with translation. How- 
ever, the rapid methods for sequencing 
nucleic acids now make it feasible to 

characterize the large rRNA's in detail, 
and so to begin inquiry into the function- 
al significance, if any, of these mole- 
cules. We shall shortly see then whether 
a detailed understanding of rRNA's re- 
veals some essence of ribosome func- 
tion. 

Nucleotide sequences of the E. coli 
16s and 23s RNA's are now known (8- 
10). In addition, the 16s rRNA sequence 
for another bacterium, Bacillus brevis, is 
nearly complete (11), and extensive se- 
quence information on 16s rRNA's ex- 
ists in the form of ribonuclease T1 oligo- 
nucleotide catalogs from more than 150 
species of bacteria (12). This then has 
permitted us to undertake a comparative 
approach to the molecule's secondary 
structure. Recently, sequences for a 
chloroplast 16s RNA, mitochondria1 12s 
and 16s RNA's, and part of a yeast 18s 
RNA have also become available (13). 
Such an analysis in conjunction with 
direct biochemical tests of secondary 
structure has now been completed (14). 
In this article, we summarize that struc- 
ture and discuss its implications with 
regard to overall ribosome structure, 
function, and evolution. 

Derivation of the Model 

The nucleotide sequence of 16s RNA, 
as determined by DNA sequencing of the 
rrnB rRNA operon of E. coli (8), is the 
basis for derivation of the secondary 
structure model. A catalog of potential 
base-pairing regions is generated by a 
computer program, in which only helices 
with four or more base pairs and with 
predicted stabilities of at least the order 
of those seen in transfer RNA (tRNA) 
stems survive screening (15). These cri- 
teria are somewhat arbitrary, and are 
chosen as a compromise between having 
to consider both an unmanageable num- 
ber of potential helices and the danger of 
missing an important structure. This re- 
sults in a starting field of about lo4 
possibilities, of which fewer than 100 can 
exist. Predicted thermodynamic stability 
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is used as a rough guide to the selection 
of helices but, as we have shown, is not 
an absolutely reliable criterion. 

Single-strand-specific chemical modi- 
fication of nucleotides in active or inac- 
tive ribosomes (16-181, ribonucleopro- 
tein fragments (19, 20), or naked 16s 
RNA (21) is taken as strong evidence for 
absence of secondary structure at a giv- 
en site. In such studies, we have used 
kethoxal and glyoxal, which are gua- 
nine (Gbspecific, m-chloroperbenzoate, 
which is adenine (A)-specific, and bisul- 
fite which is cytosine (C)- or uracil (U)- 
specific. Resistance to modification at a 
given site is also an important clue, but 
need not necessarily imply the existence 
of secondary structure there, since ter- 
tiary structure or protein binding could 
as easily shield the RNA. The reliability 
of chemical modification as a test of 
secondary structure is supported by 
studies with phenylalanyl-transfer RNA 
from yeast (~RNA$'&, (22) where there is 
complete agreement with the structure 
obtained by x-ray crystallographic analy- 
sis. 

Nuclease susceptibility, also of value 
in discerning single-stranded areas, suf- 
fers from the potential danger that an 
initial cut may lead to some unfolding of 
the RNA structure. This is especially 
hazardous in molecules such as 16s 
RNA, where the number of potential 
nuclease cleavage sites is very large. We 
therefore consider strong nuclease cleav- 
age sites mainly as supportive to the 
other criteria. 

Direct isolation of complexes of RNA 
fragments may be interpreted as evi- 
dence for base pairing, wher. the respec- 
tive fragments contain complementary 
sequences. We have invoked this criteri- 
on in establishing features of the struc- 
ture in the regions involving residues 585 
to 750 (19) and 1410 to 1490 (11). Since 
completion of our model, Ross and Bri- 
macombe (23) have reported several ad- 
ditional examples of RNA-RNA com- 
plexes that are presumably base paired. 

Finally, and most significantly, we in- 
voke comparative sequence evidence as 
a powerful criterion for secondary struc- 
ture. Two of the most firmly established 
RNA secondary structure models are 
those of tRNA (24) and 5S RNA (25); 
both were derived mainly from compara- 
tive evidence. In a broad sense, the 
Watson-Crick model for base pairing of 
DNA itself was derived originally from 
comparative evidence (Chargaffs rules) 
(26). Our underlying assumption is that 
the secondary structures of 16s rRNA 
from different prokaryotes are likely to 
be very similar. There is as yet little 
direct support for this idea, but the inter- 

changeability of 16s RNA from different 
bacteria in reconstitution experiments in 
vitro (27) is consistent with our assump- 
tion. In any case, mutational alteration 
of the structure of a major component of 
the translation apparatus is an event that 
should not be easily tolerated by an 
organism, and so we anticipate that base 
pairing in bacterial rRNA7s should be 
highly conserved. Thus, conservation of 
a base-paired element in 16s rRNA in 
two organisms in spite of variation in the 
paired sequences provides a convincing 
argument for the true existence of a 
duplex structure at that position. 

Description of the Model 

Our secondary structure model for the 
E. coli 16s rRNA (14) is shown in Fig. 1. 
Overall structural organization appears 
to be dictated by three sets of long-range 
interactions, which partition the 16s 
RNA into four rather well-defined do- 
mains. The helices 27-37 n 547-556 (this 
notation means that nucleotide residues 
27 through 37 are base paired in the 
Watson-Crick sense with nucleotides 547 
through 556) and 39-44 n 398-403 orga- 
nize residues 1-556 into a 5'-terminal 
domain. Helices 564-570 n 880-886 and 
576580 f l 761-765 organize the central 
domain (residues 564-912). The 3'-termi- 
nal region is organized by the helix 
926933 n 1384-1391 into a major (resi- 
dues 9261391) and a minor domain (resi- 
dues 1392-1542). The 3' major domain is 
further organized by two additional long- 
range interactions: 946-955 r l  1225-1235 
and 984-990 n 1215-1221. These latter 
interactions divide the 3' major domain 
approximately into two halves. 

The 5' and 3' major domains contain 
regions depicted as large unpaired loops. 
The available evidence suggests that 
these regions are at least partially struc- 
tured, but we do not find base-pairing 
possibilities within them that can so far 
be supported by our criteria. There must 
certainly be tertiary structure in 16s 
RNA, and so these unpaired regions may 
be mainly involved in non-Watson-Crick 
interactions. The total fraction of nucleo- 
tides involved in base pairing in our 
model is 46 percent. Although this is 
significantly below the figure predicted 
by physical studies (about 60 to 70 per- 
cent) (28), it compares favorably with the 
extent of base pairing in the Fox and 
Woese model for 5S RNA (45 percent) 
(25), and is only slightly below that of the 
cloverleaf model for tRNA (about 50 
percent) (24). 

The structure shown in Fig. 1 has no 
knots, that is, there are no regions where 

a single strand of a base-paired region 
lies between the two strands of another 
helix (29). This may be significant for 
ribosome assembly, in that knotting 
would often present the opportunity for 
formation of two nonequivalent con- 
formers as a result of a single base- 
pairing event, which could then lead to 
nonproductive intermediates in ribo- 
some assembly. It could be that the 
strategy of ribosome assembly avoids 
possible knots, and that the secondary 
structures of the rRNA's are organized 
accordingly. (This appears to be true for 
both 5S RNA and tRNA.) 

Another surprising finding is the lack 
of long, uninterrupted base-paired 
stems; the longest helical region contain- 
ing only A.U and G-C pairs is only eight 
base pairs in length. This is to be con- 
trasted with the ribonuclease I11 process- 
ing stem formed by the precursor se- 
quences flanking mature 16s RNA, 
where 17 contiguous standard base pairs 
can be made (30). This observation may 
again reflect the need to avoid trapping 
nonproductive conformers during the 
folding of rRNA during assembly in 
vivo; smaller, less stable helices can 
more easily be disrupted and reformed 
during attempts to attain the correct final 
conformation. In addition, this should 
provide increased structural flexibility. 

Besides conventional hairpin loops of 
the kind present, for example, in tRNA, 
there are various "compound" helices. 
As many as five or six short helical 
regions occur in a single compound he- 
lix, separated by interior loops or bulge 
loops. The majority of the base-paired 
regions are in fact part of more complex 
structures of this kind. Many helices 
contain G.U pairs, sometimes several of 
these in a single stem (for example, resi- 
dues 830 to 860). There are four single- 
base bulge loops at G3', A746, A~~~~ , and 

At least two of these (G3' and 
A746) may be involved in ribosomal pro- 
tein recognition (see below). 

We may consider how the 16s RNA 
must be condensed to be packed within 
the confines of the observed dimensions 
of a 30s ribosomal subunit. The approxi- 
mate dimensions of a 30s particle from 
low-angle x-ray scattering and electron 
microscopy are about 55 by 220 by 220 
angstroms (31) and 80 by 190 by 250 A 
(6, 7), respectively. Assuming anoaver- 
age internucleotide distance of 3 A, the 
dimensions of the structure as drawn 
in Fig. 1 are about 300 by 450 A. Thus, 
the RNA as displayed in Fig. 1 must 
be further condensed only about two- 
fold in each dimension in order to be 
contained within the dimensions of a 30s 
subunit. 
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Agreement of the Model with 

Experimental Evidence 

Tlie data used to test the model have 
been described (14) and are summarized 
in Fig. 1 .  Shaded helices are those that 
we consider to have been proved by our 
comparative sequence evidence. All of 
the helices in the model that can be 
tested in this way so far do not violate 
the comparative criteria. With the avail- 
ability of 16s RNA sequences from other 
organisms, it should eventually be possi- 
ble to obtain definitive evidence to test 
each of them. Sites of kethoxal modifica- 
tion in active ribosomes (16, 17), shown 
by a circled K in Fig. 1 ,  are found in 
single-stranded regions, without excep- 
tion. Kethoxal-reactive sites (18) in ion- 
depleted inactive 30s subunits prepared 
according to Zamir and co-workers (32) 
are mainly in single-stranded regions 
of the model, but three sites occur in 
potential G.U pairs at the ends of heli- 
ces. Nearly all of the more than 400 sites 
in free 16s RNA that can be monitored 
for reactivity toward bisulfite, glyoxal, 
and m-chloroperbenzoate (21) are in 
agreement with the proposed secondary 
structure. Exceptions are at positions 
~ 1 9 8  ~ 5 5 6  ~ 9 1 0  ~ 9 1 2  cIOll, and ~ 1 0 1 2 .  

> 9 9 

The secondary structures involving resi- 
dues 196-201 n 214-219 and 888-891 n 
909-912 must be regarded as tentative 
for this reason. In the other two cases, 
independent evidence lends support to 

the correctness of the proposed structure 
in spite of some contradictory chemical 
evidence. Possibly, the conformation of 
the naked 16s RNA differs from that 
found in the ribosome at these locations. 
Of the more than 130 sites of nuclease 
attack (19, 33-35) indicated in Fig. 1, 
only 1 1  fall in double-stranded regions. 
In nearly every case, there is strong 
independent evidence for base pairing at 
these 1 1  positions. In summary, there is 
close agreement between the model and 
the extensive available evidence with 
which it can be tested. It should also be 
kept in mind that there may be more than 
one biologically significant conformation 
for 16s RNA. 

In some cases calculated free energies 
of potential helices (36) lead to incorrect 
predictions. As an example, in the region 
between residues 150 and 180, two com- 
peting stable hairpins can be drawn (14). 
Both hairpins are in agreement with the 
known sites of chemical and enzymatic 
attack in this region of the 16s RNA. 
Suprisingly, the one with the lower pre- 
dicted free energy is decisively ruled out 
by comparative evidence (14). Another 
example involves the potential for pair- 
ing between sequences 732-738 n 
925-931, which has the lowest predicted 
free energy of all the complementary 
sequences in E. coli 16s RNA, -30 
kilocalories per mole (25°C); pairing of 
these sequences is ruled out by compara- 
tive evidence (14). 

Fig. 2. RNA fragments obtained in isolated ribonu- 
S20, Ribonuc'ease cleoprotein complexes generated by partial nuclease 

digestion of 16s rRNA-protein complexes, or 30s ribosomal subunits. Representative examples 
of work (from several laboratories) show that the fragment is bound to the indicated ribosomal 
protein after ribonuclease TI digestion of the 16s RNA-S4 complex or the 16s RNA-S20 
complex (33), ribonuclease A digestion of the 16s RNA-SR, S1.5 complex (19) or the 16s RNA- 
S6, 3 8 ,  31.5, 3 1 8  complex (46), and ribonuclease T1 digestion of gently unfolded 305 
ribosomal subunits (generating the S7, S9, S13, S19 complex) (35). Nucleotide positions of the 
fragment ends and hidden breaks are shown. 

406 

Patterns of Sequence Conservation 

The rRNA genes are among the most 
conserved in sequence of all genes in the 
cell (37). Ribosomal RNA sequence ho- 
mology is easily detected among the 
three major genealogical categories- 
that is, the true bacteria, the archaebac- 
teria, and the so-called cytoplasmic as- 
pect of the eukaryote (38). The existence 
of such extensive conservation implies 
strong functional constraint on the 
rRNA's. In assigning functional signifi- 
cance to the rRNA molecules, the pat- 
tern of sequence constraints should pro- 
vide important clues. 

In that T1 ribonuclease oligonucleo- 
tide catalogs exist for the 16s rRNA's of 
more than 150 organisms, a considerable 
amount is known about some of the 
sequence constraints in the molecule. 
The main general conclusion is that se- 
quence conservation tends to occur in 
nonhelical regions, regions that, more- 
over, tend to be exposed in the isolated 
RNA (accessible to chemical substitu- 
tion). In tRNA's, conservation of se- 
quence tends to imply involvement in 
tertiary structure. Perhaps sequence 
conservation in the rRNA's then implies 
quaternary interactions. 

On the basis of the extent of phyloge- 
netic lability of sequence the duplexes in 
16s rRNA appear to exhibit a spectrum 
of types. In some, sequence is highly 
conserved or highly constrained; little or 
no variation from the pattern is seen 
across the entire kingdom of true bacte- 
ria (for example, the 960-963 n 972-975 
helix). Several cases exist where varia- 
tion in sequence exists for a particular 
helix but only in a constrained way; 
some of the positions show no variation 
whatsoever, while others may vary quite 
often but, for example, only from one 
pyrimidine to another. These demon- 
strate the subtlety of the constraints af- 
fecting rRNA sequences. A duplex is not 
simply a collection of bases that pair and 
have some overall energy requirement; 
in some instances, at least, actual se- 
quence in the duplex is important. In 
general, the terminal base pairs of heli- 
ces are more likely to be conserved in 
sequence than are interior pairs. 

At the other extreme of the spectrum 
are duplexes that show sequence varia- 
tion even within a single genus. Exam- 
ples are the structures in the 585-750, 
820-880, and 1410-1490 regions. Such 
helices have other special characteristics 
as well; they tend to contain a relatively 
high proportion of non-normal base pairs 
(U.G and even A.G); they tend phyloge- 
netically to be somewhat variable in 
length among different bacteria; and at 
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least some of them appear to bind pro- 
tein. Their sequence variability might be 
accounted for in terms of this last char- 
acteristic: if helices are in part stabilized 
by an external interaction such as pro- 
tein binding, then the instability that 
would result from a mutation creating a 
nonpair or weak pair should be less than 
otherwise-allowing the organism time 
to compensate by a subsequent suppres- 
sor mutation (that, for example, restored 
the base pair). Such helices then could 
drift in sequence more readily than oth- 
ers. Going a step further, one can see 
that the possible structures into which 
such a helix could evolve (that is, the 
structure's feasible evoiutionary phase 
space) is far greater than would other- 
wise be the case. 

Ribosomal Protein Binding Sites 

Considerable progress has been made 
toward the identification of those fea- 
tures of the 16s RNA which are recog- 
nized or bound by ribosomal proteins 
(39). Most of these studies have involved 
the proteins that bind to 16s RNA inde- 
pendently of the others (40). For pur- 
poses of comparison with our secondary 
structure model, we restrict our atten- 
tion to a few examples in which the RNA 
moiety has been precisely characterized. 
Here it will be apparent that the structur- 
al domains of 16s RNA, so far defined 
only by constraints created by the pro- 
posed secondary structure, are readily 
isolated as intact structures after partial 
nuclease digestion of 16s RNA-protein 
complexes. This provides strong direct 
evidence for the structural organization 
of 16s RNA implicit in our model. 

Protein S4 has long been known to 
bind the 5' region of 16s RNA (41). 
When S4 forms a complex with 16s RNA 
under reconstitution conditions, and di- 
gested gently with either ribonuclease T1 
or ribonuclease A, it becomes bound to 
fragments of 16s RNA encompassing 
several hundred nucleotides. Two such 
fragments have been designated S4 
RNA-I and S4 RNA-I1 (33, 42). The S4 
RNA-I1 complex contains all of the se- 
quence from position 6 to position 557, 
with excisions at 248-278, 298-301, 
325-362, and 518-530, and five addition- 
al "hidden breaks." The S4 RNA-I com- 
plex (Fig. 2) contains S4 RNA-I1 plus 
fragments 558-575, 819-858, and 
870-887. All of the sites of ribonuclease 
cleavage are in single-stranded sites. The 
S4 RNA-I1 con~plex includes almost pre- 
cisely (except for excisions) the 5' do- 
main of 16s RNA. The complex S4 
RNA-I contains also the lower part of 

the central domain, including the long- 
range interaction 564-570 n 880-886. It 
is particularly significant that a fragment 
almost identical to S4 RNA-I1 can be 
obtained by digestion of 16s RNA with 
carrier-bound ribonuclease A in the ab- 
sence of S4 (33). This result is a striking 
demonstration of the structural integrity 
of the 5' domain, even in the absence of 
ribosomal proteins. 

Cole et al. (43) have used electron 
microscopy of the S4-16s RNA com- 
plexes to localize the binding site of S4. 
After denaturation and spreading of fixed 
complexes, they visualized double-loop 
structures containing, respectively, 
371 2 45 and 464 +- 40 nucleotides in 
the small and large loops, and 704 c 49 
nucleotides in the free (presumably 3') 
tail. Because of the above-mentioned 
structural integrity of the S4 region of 
16s RNA even in the absence of S4, we 
would argue that one function of S4 is to 
stabilize features of the RNA structure 
that exist under optimum ionic condi- 
tions in the absence of protein. The two 
long-range interactions that together or- 
ganize the 5' and central domains are 
likely possibilities. These are 27-37 C l  
547-556 and 564-570 n 880-886, both of 
which are included in S4 RNA-I. The 
predicted sizes of the two loops and free 
end, respectively, are 329, 555, and 655 
nucleotides. The sizes of the small loop 
and free end are in excellent agreement 
with the observed electron microscopy 
structures. The predicted size of the 
large loop is at least 40 nucleotides larger 
than the observed size. However, Cole 
et al. noted a discrepancy of about 68 
nucleotides in the loop sizes between the 
average and fully extended loops, which 
could account for this difference. They 
attribute this discrepancy to structures 
that are particularly resistant to denatur- 
ation under their spreading conditions. 
Our interpretation allows the prediction 
that protein S4 binds to and stabilizes the 
two long-range helices at 27-37 n 
547-556 and 564-570 n 880-886. The 
smaller of the two loops visualized by 
Cole et al. would thus correspond to the 
S4-stabilized long-range interaction ob- 
served by Ehresmann et al. (33, 42), 
which we attribute to the 564-570 n 
880-886 helix. The way in which these 
two helices appear to organize the 5' and 
central domains is consistent with the 
well-documented pivotal role of protein 
S4 in ribosome assembly (40). 

The RNA fragment protected by pro- 
tein S20 (33) is wholly contained in the 5' 
domain (Fig. 2). It partially overlaps that 
of S4 but, most obviously, contains in 
addition the stem around positions 248- 
278 which is excised in S4 RNA'S. The 

likelihood that this stem is involved in 
binding of S20 is supported by ultravio- 
let-induced cross-linking of S20 to this 
region of 16s RNA (44). 

Proteins S8 and S15 protect relatively 
small regions of the central domain (Fig. 
2). Protein S8 binds to a site formed 
within the sequences 583-610 n 632-653, 
and S15 binds to 654-672 n 733-756 (19, 
45). Kethoxal-reactive guanines at posi- 
tions 664, 733, 734, and 742 are strongly 
protected by binding of S15 (19), imply- 
ing that these single-stranded sequences 
flanking helical regions form part of the 
recognition site for protein S15. In elec- 
tron microscopic studies of protein S8- 
16s RNA complexes, Cole et al. (43) 
visualize an S8-dependent hairpin struc- 
ture which (their calculation) should con- 
tain 65 nucleotides. This is in remarkable 
agreement with the size of the S8-stabi- 
lized stem predicted from the secondary 
structure in conjunction with S8 binding- 
site sequence data. These studies (19,45) 
predict that S8 should sequester the nu- 
cleotides between positions 587 and 652 
into a modified hairpin structure contain- 
ing precisely 65 nucleotides. 

When proteins S6 and S18 are bound 
along with S8 and S15, additional fea- 
tures of the central domain are protected 
(Fig. 2) (46). Almost the entire central 
domain is contained in the complex, in 
spite of the excision of four small sec- 
tions. This observation provides evi- 
dence for the existence of the central 
domain as a self-contained structural 
unit of 16s RNA. 

Brimacombe and co-workers have iso- 
lated a ribonucleoprotein fragment by 
ribonuclease T1 digestion of mildly un- 
folded 30s subunits, and have extensive- 
ly characterized the RNA and protein 
components of the complex (35, 47). It 
contains stoichiometric amounts of pro- 
teins S7, S9, S13, and S19, along with 
RNA fragments deriving exclusively 
from the 3' major domain (Fig. 2). The 
two main RNA fragments found in the 
complex together comprise the entire 3' 
major domain, except for the excision of 
residues 1059 to 1094. Ribonucleopro- 
teins containing RNA from the 3' major 
domain have also been found in nuclease 
protection experiments using proteins S7 
(39) and S13 plus S19 (48). Brimacombe 
and co-workers have localized the site of 
binding of S7 to this region by ultravio- 
let-induced cross-linking of Metl12 of this 
protein to U1240 of 16s RNA (49). In 
contrast, Ehresmann et a / .  (50), using a 
similar approach find that S7 is cross- 
linked instead to ClZ6'. In any case, 
isolation of a well-defined complex con- 
taining precisely the 3' major domain 
(with one excision) provides good argu- 
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Fig. 3. Tentative location of secondary structure features of 16s rRNA in one of the electron 
microscope models for the 30s ribosomal subunit (n. Positions of ribosomal proteins. indicated 
by number, are our estimate of the "consensus" locations based on immuno electron 
microscopy ( 6 ,  7) and neutron diffraction (4) results. Positions of the dimethyladenosine (m$A) 
residues and the 3' terminus are also from immuno electron microscopy studies (55-57). Protein 
binding sites in the 16s RNA are from studies described in Fig. 2. 

ment for the structural integrity of this 
region of 16s RNA. 

Nuclease protection patterns revealed 
by these protein-binding studies agree 
extremely well with the secondary struc- 
ture scheme. Studies with protein S4 (51) 
in particular suggest that the fragments 
produced are perhaps more a reflection 
of the RNA structure itself than of pro- 
tein binding, although the proteins clear- 
ly help to stabilize the RNA structure. 

We may now begin to search for fea- 
tures of rRNA structure that account for 
site-specific recognition by ribosomal 
proteins. So far, only three protein bind- 
ing regions have been localized to RNA 
fragments small enough to be considered 
as actual protein-RNA contact regions. 
The S8 site has been localized by nucle- 
ase protection studies (19, 4 3 ,  the site 
for L18 by protection of 5 s  rRNA from 
chemical modification (52), and the S15 
site by both approaches (19). Among the 
structural features common to the three 
binding sites are well-established helical 
elements. [In 5S rRNA the 18-23 f? 60- 
65 helix is likely to make contact with 
L18 (52).] The helices are, however, 
irregular, and contain G-U pairs (S8 and 
L18) or single base bulges (S15) and 
interior loops (all three proteins). Bases 
in the interior loops are protected from 
kethoxal attack by proteins S15 and L18. 
In the case of L18, modification of these 
bases has been correlated with loss of 
protein binding (52). 
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As was noted above, comparative 
analysis shows that nucleotide se- 
quences in these protein binding sites are 
phylogenetically variable. Structural ir- 
regularities such as the positions of sin- 
gle base bulges and G.U pairs appear to 
vary also. 

Tracing the Path of the 16s RNA 

Chain in the Ribosome 

Several groups of investigators have 
attempted to discern structural features 
of the 30s ribosomal subunit by electron 
microscopy (6, 7, 53, 54). There is, how- 
ever, some disagreement among investi- 
gators about the detailed appearance of 
the 30s subunit, owing to lack of resolu- 
tion as well as differing interpretations of 
the various views of the particle. One 
class of model, typified by that of Lake 
(7), represents the 30s subunit as in Fig. 
3 with approximate dimensions 80 by 190 
by 250 A, in which the mass is parti- 
tioned between a "head," "body," and 
"platform." Other groups offer models 
with less prominent platforms (53, 54) or 
symmetric models with small platforms 
on either side (6). These differences in 
interpretation do not seriously affect our 
discussion. 

Using antibodies to N6-dimethyladen- 
osine combined with electron microsco- 
py, Politz and Glitz (55) have located one 
region of the 16s RNA, the 3' minor 

domain. They located the dimethyladen- 
osine sequence (positions 1518 and 1519) 
in the platform region of the electron 
microscopy model (Fig. 3). This assign- 
ment has been confirmed by use of anti- 
bodies to haptens covalently linked to 
the 3' terminus of 16s RNA (6, 56, 
57). 

Further clues to the location of the 16s 
RNA chain can be deduced indirectly 
from the positions of proteins whose 
RNA binding sites are known. With the 
use of antibodies to specific ribosomal 
proteins, the approximate location of 
their antigenic determinants has been 
localized by electron microscopy (6, 7). 
Positions of manv of the 30s subunit 
proteins have also been determined by 
neutron scattering (4). There is substan- 
tial agreement between the results of 
these two approaches; furthermore, they 
are supported by data obtained from 
singlet-singlet energy transfer ( 3 ,  and 
protein-protein cross-linking (3). A 
"consensus" placement, based on our 
interpretation of available data, of the 
proteins relevant to our discussion is 
shown in Fig. 3. Widely spaced multiple 
determinants reported for some proteins 
have been omitted in most cases because 
of the present controversy over their 
authenticity [see (58)l. 

Figure 3 summarizes our knowledge of 
the location of specific structural fea- 
tures of 16s RNA in the electron micro- 
scope model of the 30s ribosomal sub- 
unit. Some general conclusions can be 
made. The 3' major domain, known to 
bind proteins S7, S9, S13, and S19, can 
almost certainly be assigned to the 
"head" of the model. Features very near 
the 3' terminus can be placed in the 
"platform." Placement of the central 
domain is less certain, mainly because of 
the ambiguity concerning the location of 
proteins S6 and S18. The 5' domain 
binds proteins found in the central and 
"head" regions of the model. These con- 
siderations show that a rough picture of 
the packing of 16s RNA into the ribo- 
some is beginning to emerge. 

Comparison with Other Studies on 

16s RNA Secondary Structure 

Since completion of this work, the 
results of three other studies on 16s 
RNA secondary structure have become 
available. Ross and Brimacombe (23) 
have used two-dimensional gel electro- 
phoresis, in combination with S1 nucle- 
ase digestion, to identify regions of the 
RNA that interact with each other. Their 
data are consistent with our model, and 
so offer independent support for our 
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base-pairing scheme. However, they 
present a number of helices not shown in 
Fig. 1, some of which conflict with avail- 
able comparative evidence. Schwarz and 
Kossel(l3), on the basis of comparative 
sequence analysis of Zea mays chloro- 
plast 16s rRNA and that of E. coli, have 
also proposed a number of helical ele- 
ments. Again, some of their proposed 
structures differ from ours (but these are 
not supported by comparative evidence). 
Also the chloroplast sequence provides 
comparative evidence for several of the 
helices we have proposed but were not 
able to prove on the basis of our data 
alone (for example the 769-775 C l  804- 
810 helix). 

Wollenzien et al. (59) have used pho- 
toactivated cross-linking in the presence 
of hydroxymethyltrimethylpsoralen to 
study the folding of 16s RNA. This re- 
agent is known to intercalate into dou- 
ble-helical regions of nucleic acids and 
there promote photochemically induced 
cross-linking of the base-paired strands 
(60). Molecules cross-linked either in the 
free state or in 30s subunits were exam- 
ined by electron microscopy and found 
to contain covalently closed loops. Elev- 
en classes of loops that occurred in high 
frequency (2 to 30 percent) were identi- 
fied, and their respective sites of cross- 
linking were estimated. Surprisingly, 
none of their observed interactions ap- 
pear to correspond directly to base- 
paired features of our model. We do not 
at present understand the basis of this 
disagreement; its resolution awaits more 
information on the nature of psoralen 
cross-links in complex RNA molecules. 
An obvious first step would be to chemi- 
cally identify the sites of cross-linking 
to eliminate possible sources of uncer- 
tainty attributable to electron microsco- 
PY. 

Functional Importance of 16s RNA 

There is increasing evidence that the 
3' terminal region plays an important 
role in the selection of translational initi- 
ation sites in messenger RNA (mRNA) 
(61). This region of the molecule, includ- 
ed in the 3' minor domain, has been 
placed on the platform or in the cleft of 
the 30s subunit, and it is possible that 
the cleft itself forms a site for mRNA 
binding and codon-anticodon recognition 
(6, 7). The two unpaired regions of the 3' 
minor domain, flanking the large penulti- 
mate helix, have very highly conserved 
sequences. There is strong evidence for 
their involvement in the binding of 50s 
subunits (17, 62, 63). The extensive se- 
quence conservation suggests that base 

pairing with 23s RNA may be involved 
(set: also below). 

The 5' nucleotide of the anticodons of 
some tRNA's can be covalently cross- 
linked with high efficiency to 16s RNA 
by ultraviolet irradiation when the tRNA 
occupies the ribosomal P site (64). The 
region of attachment to 16s RNA has 
been localized to positions 1393 to 1497 
(65). As noted above, the sequence 1390 
to 1410 is very highly conserved, and a 
likely candidate for such a critical and 
universal function. Thus, the codon-anti- 
codon interaction site can be placed near 
the junction of the 3' major and 3' minor 
domains, which we predict corresponds 
to the junction of the head and platform 
regions of the electron miroscope model, 
that is, possibly the cleft between them. 
This is in keeping with the location of 
ribosomal proteins which are most 
strongly implicated in the tRNA binding 
function (that is, S2, S3, S10, S14, 
S18, S19, S21) (66) in the region sur- 
rounding the cleft, as well as placement 
of the mRNA binding site in the cleft (6, 
7). 

Association of the 30s and 50s sub- 
units has been shown to involve 16s 
RNA in experiments with limited nucle- 
ase digestion or chemical modification. 
Sites in the central, 3' major, and 3' 
minor domains have been shown to be 
strongly protected from nucleases (63) 
and from kethoxal modification (17) by 
binding of 50s subunits. In another 
study, these kethoxal-modified 30s sub- 
units that retained competence in sub- 
unit association out of a population of 
partially inactivated subunits, were 
found not to be modified in these same 
positions (62). The critical guanine resi- 
dues in these sites include positions 674, 
703,705,791,803,818, 1166, 1405,1497, 
1505, 1516, and 1517. Sites in the central 
3' major and 3' minor domains of 16s 
RNA all appear to be strongly implicated 
in ribosomal function. Thus far, they are 
found in single-stranded regions and 
show strong phylogenetic conservation. 

Evolution 

Translation is as much an evolutionary 
problem as it is a mechanistic one. The 
translation apparatus is sufficiently com- 
plex that it obviously did not evolve in a 
single step. Its accuracy, if not its es- 
sence, is the product of evolution. 
Therefore, the design of the translation 
apparatus is imprinted with and reflects 
this evolution, and to understand one is 
to understand the other. (The same could 
be said of computers, cars, and castles.) 

We do not understand the mechanics 

of translation as yet; so we cannot say 
much in detail about its evolution. It may 
be useful, however, to point out those 
characteristics that are emerging. The 
extreme conservation of its sequence 
and (more so) secondary structure are 
indicators of the importance of rRNA to 
translation. The highly specific, strong 
constraints on the ways in which rRNA 
sequence can change, seen in the 16s 
rRNA oligonucleotide catalogs (12), are 
an even more convincing indicator of 
rRNA's importance. It is virtually im- 
possible that rRNA is merely a structural 
element (positioning the proteins); 
rRNA's must be function-defining in the 
translation process. 

A question that must now be asked is 
the extent to which ribosome function is 
defined by its RNA as opposed to its 
protein components. (A distinction 
should be made between defining a par- 
ticular function and facilitating it-that 
is, making it precise, rapid, and so on.) 
Reconstitution ex~eriments show that 
many ribosomal proteins can be elimi- 
nated without destroying translation 
(67); these cannot be function-defining. 
So-called nonenzymatic translocation 
occurs in the absence of guanosine tri- 
phosphate (GTP), initiation and elonga- 
tion factors, and ribosomal protein L7- 
L12 (68). It may be that all ribosomal 
proteins have facilitating rather than 
function-defining roles in translation, 
and therefore the translation function is 
defined primarily by its (ribosomal and 
transfer) RNA components. This is an 
attractive view for it avoids the chicken- 
and-egg paradox implied in assuming 
proteins to be function-defining in the 
aboriginal translation mechanism. 

We have seen above what could be a 
new role for ribosomal protein-facilitat- 
ing the evolution of various structural 
elements in rRNA. In other words. when 
ribosomal proteins are associated with 
RNA structural elements, they can ex- 
plore a host of evolutionary possibilities 
that are otherwise not feasibly explored. 
Perhaps a major function of some ribo- 
somal proteins has been this evolution- 
ary one. 

In the conventional view, the ribo- 
some is considered a mechanism; it is the 
source of the movement in translation. 
By the argument developed here, these 
dynamics could reside in the RNA com- 
ponents. In the absence of information 
on 23s rRNA and thus on 16s to 23s 
rRNA interaction, it is probably not use- 
ful to attempt to discuss the actual mech- 
anism. The general principles involved 
are another matter. Movement is inher- 
ent in the coiling and uncoiling of nucleic 
acid duplexes. A more subtle form of 
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movement can be envisioned in terms of Conclusions N. M. Chapman and H. F. Noller, J .  Mol. Biol. 
109, 131 (1977). 
J. J .  Hoean and H. F. Noller. Biochemistrv 17. 

configurational shifts, and make-break 
interactions, involving the loops defined 
by the double-helical elements. The 

Combined use of comparative se- 
quence analysis, chemical modification, 
and enzymatic data has allowed us to 

587 (197g). 
R. Muller, R. A. Garrett, H. F. Noller, J .  Biol. 
Chem. 254, 3873 (1979). 
R. A. Garrett and H.  F. Noller, unpublished grosser type of movement (coiling and 

uncoiling) should be detectable through 
the proper chemical modification stud- 
ies, comparative studies, and so on. So 

observations. 
L. J. Magrum. D. A. Stahl, C. R. Woese, construct a model for the secondary 

structure of 16s rRNA. The usefulness 
of this model for interpretation of struc- 
tural and functional studies is already 

~ t n ~ u b l ~ s h e h  observations. 
D. Rhodes, J .  Mol. Biol. 94, 449 (1975). 
A. Ross and R. Brimacombe, Nature (London) 
281, 271 (1979). 
R. W. Holley, Science 147, 1462 (1965). 
G. Fox and C. R. Woese, Nature (London) 256, 
505 (1975) 

far, we have found little convincing evi- 
dence for such interactions. Some resi- 
dues that are protected against chemical 

apparent. Several groups have isolated 
RNA fragments closely corresponding to 
structural domains predicted by the sec- 

J.-D.-w&o~ and F. H. C.  Crick, ibid. 171, 737 
(1953); S .  Zamenhof, G. Brawerman, E. Char- 
gati, Biochim. Biophys. Acta 9, 402 (1952). 
M. Nomura, P. Traub, H. Bechmann, Nature 
(London) 219, 793 (1968). 
R. A. Cox. Biochem. J .  98. 841 (1966). 

modification are only partly so, but this 
more likely reflects a partial denatu- 
ration of the RNA during preparation 
than a functional unfolding. There is, so 

ondary structure model. Comparison of 
protein-binding site locations in the 16s 
RNA with the positions of their antigenic C. R. Cantor, in ( I ) ,  pp. 23-49. 

R. A. Young and J. A. Steitz, Proc. Natl. Acad. 
Sci. U.S.A. 75. 3593 (1978). 
K. E.  Van Holde and W. E. Hill, in Ribosomes, 
M. Nomura, A. TissiBres, P. Lengyel, Eds. 
(Cold Spring Harbor Laboratory, Cold Spring 
Harbor, N.Y., 19741, p. 53. 
I. Ginzberg and A. Zamir, J .  Mol. Biol. 93, 465 
(1975). 
C. Ehresmann, P. Stiegler, P. Carbon, E. 
Ungewickell, R. A. Garrett, Eur. J .  Biochem. 
103, 439 (1980). 
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Ebel, Biochimie 57, 71 1 (1975). 
A. Yuki and R. Brimacombe, Eur. J .  Biochem. 
56. 23 (1975): J .  Rinke. A. Yuki. R. Brima- 

far, no convincing evidence from com- 
parative studies for any mutually exclu- 
sive duplexes in 16s rRNA; "switches" 

determinants in the electron microscope 
model of the 30s subunit begins to sug- 
gest how the RNA might be arranged in 
the ribosome. Finally, the comparative of this sort would be a strong indicator of 

conformational change. 
The extent to which the evolution of 

approach hhs i-evealed not only nucleo- 
tide sequences but structural features 
that are conserved in ribosomes from translation can be approached by com- 

parative study will be determined by the 
nature of the apparatus possessed by the 
(most recent) ancestor common to all 

widely divergent species, and so are very 
likely to be essential for ribosome func- 
tion. Most, if not all conserved se- cohbe, &id. '64, 77 (1976). 

I. Tinoco et a/. , Nature (London) New Biol. 246, 
40 (1973). 
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C. R. Woese and G. E. Fox, Proc. Natl. Acad. 
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Nomura, A. Tissieres, P. Lengyel. ,Eds. (Cold 
Spring Harbor Laboratory, Cold Sprmg Harbor, 
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Kurland, Mol. Biol. Rep. 1. 105 (1973). 
H. W. Schaup, M. Sogin, C. Woese, C. G. 
Kurland, Mol. Gen. Genet. 114, l(1971); R. A. 
Zimmermann, A. Muto, P. Fellner, C. Ehres- 
mann, C.  Branlant, Proc. Natl. Acad. Sci. 
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Garrett, Nucleic Acids Res. 2, 1867 (1975). 
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living forms. Microfossil evidence com- 
bined with molecular phylogenetic mea- 
surements indicate that true bacteria ex- 
isted perhaps 3'4  billion years ago (12, 
69). The universal common ancestor 
then existed some time during the pre- 
ceding 1 billion years. Although the lat- 

quences occur in unpaired regions and 
have been shown to be accessible in the 
ribosome. Many have already been im- 
plicated in specific functional roles. 

Future experiments on 16s RNA will 
need to address yet more difficult as- 
pects of ribosome biochemistry includ- 
ing the tertiary folding of the 16s RNA, 
the precise contacts between ribosomal 
proteins and 16s RNA, the nature of the 
interaction between 30s and 50s ribo- 

ter time interval is (perhaps very) short 
compared to the former, the amount of 
sequence difference between, for exam- 
ple, true bacterial and archaebacterial 
16s rRNA's is remarkably large (12). It 
is as though the pace of evolution was 
somehow faster at times before the ap- 

somal subunits, the way in which this is 
related to ribosomal function, and the 
way in which ribosomal proteins affect 
rRNA structure and function. pearance of three major lines of descent 

than after their appearance. This concept 
is also inherent in the fact that posttran- 
scriptionally modified bases in rRNA's 
and tRNA's, although they tend to be 
conserved within a given major line of 
descent, tend to vary in passingsfrom one 
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Indirect Costs of Federally 
Supported Research 

Kenneth T. Brown 

In federally supported research a dis- 
tinction is drawn between direct costs, 
which cover the expenses of a specific 
research project, and indirect costs, 
which are allocated to research organiza- 
tions to defray research expenses broad- 
ly described as overhead. This article 
concerns indirect costs at U.S. universi- 
ties and colleges, which will be lumped 
for convenience under the term universi- 

higher indirect costs. Also affected are 
all beneficiaries of research, who consti- 
tute an even larger group that is world- 
wide in distribution, especially in re- 
search fields such as human health. But 
three groups are affected with special 
force in their daily work. One is the 
federal granting agencies, who have the 
duty of supporting as much high-quality 
research as they can. Another is admin- 

Summary, Indirect costs of federally supported research have increased steadily 
and dramatically since the current indirect cost policy became effective in 1966. The 
amount of research supported by any given level of federal funding has thus been 
markedly reduced, and this has become a critical factor limiting research support in 
the United States. The current policy has had multiple adverse effects that threaten 
the health of both the federal research program and the universities in which most of 
the research is conducted. This article examines the background and nature of the 
current policy, describes its consequences, and proposes s~mplifying modif~cations. 

ties. As I will document in this article, 
indirect costs have increased steadily 
and markedly since 1966, when the cur- 
rent indirect cost policy became effec- 
tive. This is the case even when indirect 
costs are expressed as a percentage of 
total research costs. The amount of re- 
search that can be supported with any 
total level of federal funding has thus 
been seriously reduced, and this has 
become a major factor limiting the sup- 
port of research in this country. 

The importance of this matter is incal- 
culable but may be assessed partly by 
considering the groups affected. Of 
course, U.S. taxpayers must pay the 
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istrators of universities where the re- 
search is performed, for whom a major 
concern must be the fiscal soundness of 
their institutions. A third group is the 
scientists who conduct the research, and 
who often depend largely on federal 
funds to pursue the research careers for 
which they have been trained. All three 
of these groups may be expected to favor 
the optimal support of research. But that 
goal is being compromised by the high 
indirect costs that now pertain at many 
universities, whose administrators are 
thus placed at odds with both the grant- 
ing agencies and their own research fac- 
ulties. 

This situation cries out for all parties 
to pull together toward common goals. 
Research should be optimally supported, 
with smooth working relations between 
all of the main groups involved, and 
without imposing unnecessary financial 
or administrative burdens on the univer- 
sities. Attainment of these goals requires 
that all parties have a clear and shared 
understanding of the problem. This is not 
currently the case, partly because many 
relevant facts are not readily available, 
and partly because partisan viewpoints 
have obscured some of the issues. Thus 
in the first part of this article I will 
describe the history of indirect costs, 
including a budgetary analysis of the 
extramural research program of the Na- 
tional Institutes of Health (NIH); this is 
one of the largest federally funded re- 
search programs and the one for which I 
have the best information (I). I will next 
attempt to identify the most critical as- 
pects of this issue and the major prob- 
lems that have arisen under the current 
indirect cost policy. Finally, I will pro- 
pose modifications of the policy that I 
believe to be in the best interest of all 
parties, and suggest steps to expedite the 
desired modifications. 

Background 

The early history. Unless otherwise 
indicated, all indirect cost rates in this 
article have been calculated by express- 
ing indirect costs as a percentage of total 
direct costs. Before 1955, an indirect 
cost rate of 8 percent was applied uni- 
formly to NIH research grants at all 
educational institutions (2). From 1955 to 
1963 the indirect cost rate became 15 
percent; from 1963 to 1966 it was 20 
percent of allowable direct costs, which 
amounted to about 16 percent of total 
direct costs (3). In 1966, apparently in 
response to strong representations by 
universities to the Bureau of the Budget, 
which is now the Office of Management 
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