
1) Volcanic dust may have been an im- 
portant cause of climatic fluctuations 
over the past 400 years. Except for the 
warm period in the first half of the 1800's 
(26), the computed volcano curve quite 
closely matches the observations curve 
(Fig. 1). The correlation coefficients 
(Table 1, run V) for the entire record are 
very significant, even with the linear 
trend removed, and the correlation coef- 
ficients for the most recent period, with 
the best volcano data and actual instru- 
mental observations, are very high. The 
5-year average correlation is higher than 
the correlation between 5-year averages 
of the two independent sets of observa- 
tions of Budyko-Asakura (24) and Mitch- 
ell (17). 

2) The hypothesis of sunspot-related 
solar constant changes is not supported. 
The significant correlation (Table 1, run 
S) of the entire record with the model re- 
sult is almost entirely due to the upward 
linear trend in both series, and is even 
lower for the most recent period with 
more reliable data. The computed 
smoothed sunspot curve (Fig. 1) does 
not resemble the observations curve in 
any of its details. Thus the hypothesis of 
Eddy (3) that the Little Ice Age is related 
to the Maunder sunspot minimum 
through variations in the solar constant 
is not supported. This result does not 
rule out changes in the solar constant as 
causes of climatic change, but, if there is 
a relation, these changes must either be 
related to some yet to be discovered in- 
dex other than sunspots or to sunspots in 
some very complex way (27). 

3) Combining the volcano and sunspot 
forcings (Table 1, run V + S) (Fig. 1, 
volcanoes and smoothed sunspots curve) 
does not improve the volcano results. 

4) Carbon dioxide produced by fossil- 
fuel burning does not seem to have had a 
significant effect on climatic change as 
yet. With it the results are slightly better 
for the entire record and slightly worse 
for the most recent portion. This con- 
clusion should be qualified because there 
may be compensating anthropogenic in- 
fluences such as aerosols (15), and the 
model tends to underemphasize the CO2 
effect as compared to more sophisticated 
radiation models which treat the strato- 
sphere explicitly (28). 

5) The random forcing results indicate 
the amount of natural variability to be 
expected in the climate without any ex- 
ternal forcing. This is certainly an impor- 
tant cause of climatic fluctuations and 
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the drug produces abnormalities of the 
liver in many patients and infrequently 
causes cholestatic jaundice (3), probably 
by altering the properties of hepatocyte 
membranes. For example, CPZ dimin- 
ishes bile secretion in the dog (4), rhesus 
monkey (5), and isolated perfused rat 
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Chlorpromazine and Its Metabolites Alter 

Polymerization and Gelation of Actin 

Abstract. Hepatic hydroxylated metabolites of chlorpromazine (10-IM to 10-4M), 
a frequently used phenothiazine tranqulilizer, produce solid gel formation w'ith fila- 
mentous actin, butt the less toxic chlorpromazine sulfoxide metabolite does not. At 
higher concentrations (5 x 10-4M) chlorpromazine inhibits actin polymerization. 
These dose-response relationships parallel the drug's hepatic toxicity in vivo and 
suggest that interactions betw'een chlorpromazine or chlorpromazine metabolites 
and actin could be an underlying mechanism of cell injury. 
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liver (6); in experiments with rat liver 
both in vitro and in vivo, the plasma 
membrane enzymes Na+- and K+-depen- 
dent adenosine triphosphatase (Na+,K+- 
ATPase) (7, 8) and Mg2+-dependent 
ATPase (6, 8) are inhibited and there is 
morphologic evidence of cytoplasmic 
vacuolation and myeloid body forma- 
tion (9). 

Many of these toxic effects of CPZ 
might be related to binding of the drug or 
its hepatic metabolites to phospholipid 
within the membrane, particularly to 
phosphatidyl serine on the inner half of 
the bilayer, as suggested previously (10). 
But cytoplasmic vacuolization and sur- 
face membrane blebbing is also seen 
with agents that alter the function of mi- 
crofilaments (11), and these otherwise 
nonspecific morphologic findings suggest 
that impairment of the cytoskeleton 
might be a primary drug effect. We now 
find that CPZ and several of its metabo- 
lites which are formed by hepatic metab- 
olism are capable of modifying the ability 
of actin, the protein constituent of micro- 
filaments, to polymerize and undergo gel 
formation, two fundamental properties 
of actin which influence its functional 
role in the cell (12). 

Actin was prepared from rabbit skele- 
tal muscle by a modification (13) of the 
method of Spudich and Watt (14). This 
more plentiful source of actin was used 
since we have previously shown that rat 
liver actin is reasonably similar to rabbit 
muscle actin with respect to properties 
of polymerization and activation of myo- 
sin ATPase activity (15). The polymeri- 
zation of actin to its filamentous form (F- 
actin) in the presence of 2 mM Mg2+ and 
0.5 mM ATP was assayed by viscometry 
at 250C in a free-fall Ostwald viscometer 
(16). Though such a system is non-New- 
tonian, in control experiments, we ob- 
served highly reproducible and linear in- 
creases in specific viscosity with increas- 
ing concentrations of actin (0.2 to 1.0 mg/ 
ml). As shown in Fig. 1, when CPZ (5 x 
10-4M) was incubated with actin under 
polymerizing conditions, we observed a 
decrease in the specific viscosity of actin 
compared to controls, whereas CPZ sul- 
foxide, a metabolite of CPZ that is con- 
siderably less hepatotoxic both in vitro 
(8, 17) and in vivo (17) consistently pro- 
duced a much smaller reduction in actin 
viscosity. In contrast, when we exam- 
ined dihydroxy metabolites of CPZ (3,7- 
dihydroxy-CPZ and 3,8-dihydroxy-CPZ) 
we observed a marked increase above 

solutions formed a solid gel in the pres- 
ence of the dihydroxy metabolites of 
CPZ but not with CPZ sulfoxide. 

Further studies (Table 1) showed that 
ring hydroxylations of CPZ (3,7; 3,8; and 
3,7,8) potentiate the molecule's ability to 
change the actin solution into a firm gel. 
This gelation of F-actin presumably oc- 
curs because of cross-linking, a process 
that prevents the F-actin from being able 
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to activate Mg2-dependent myosin 
ATPase and result in contraction. Natu- 
rally occurring gelation factors have 
been described in extracts from several 
divergent sources including acantha- 
moeba (18, 19), sea urchin eggs (20), 
macrophages (21), and rat liver (22), and 
have been purified in some instances. 
These proteins cause a gel to form when 
incubated with rabbit muscle F-actin (2 
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Fig. 1. The specific viscosity of actin alone plotted against the specific viscosity of the same 
actin concentration in the presence of (A) CPZ (5 x 10-4M) and (B) CPZ sulfoxide (5 x 10-4M). 
Relative viscosities, 1r, were determined as the ratio of the flow time of samples to that of buffer; 
specific viscosity, qsp, equals I1r - 1. Actin concentrations of 0.2 to 1.0 mg/mll were incubated in 
polymerizing buffer consisting of 3 mM imidazole, 0.5 mM ATP, 2 mM MgCl2, 0.75 mM mer- 
captoethanol, 0.01 percent NaN3, pH 7.5 at 25?C as used by Gordon et al. (16), and viscosity 
was measured in 0.5-ml Cannon-Manning semimicro viscometers (sizes 75 and 100) after > 2 
hours when the monomeric and polymerized actin were at equilibrium. In (A) the actin viscosity 
was always reduced by the presence of CPZ; in'(B) the CPZ sulfoxide had a much less marked 
effect. 
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control viscosity at actin concentrations 
giving specific viscosity values greater 
than 0.6 (Fig. 2). Indeed, as the concen- 
tration of actin was increased and ap- 
proached 1 mg/ml the more viscous actin 
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Fig. 2. The viscosity 
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Table 1. The effect of a series of concentrations of CPZ and five of its metabolites on gelation. 
When F-actin forms a solid gel, it remains suspended at the bottom of the test tube when the 
tube is inverted. 3,7-Dihydroxy-CPZ (5 x 10-5M) and 3,8-dihydroxy-CPZ (5 x 10-5M) pro- 
duced gelation (+) at lower concentrations than did CPZ (10-4M). However, 3,7,8-trihydroxy- 
CPZ was the most potent metabolite and produced solid gels at 10-5M. The CPZ sulfoxide had 
no effect at any of these concentrations. Gelation of F-actin therefore appears to be favored by 
multiple ring hydroxylations of CPZ. Each tube (10 by 75 mm) contained F-actin (final con- 
centration 2 mg/ml) in a 400-1l system including 5 mM MgC12, 5 mM imidazole,pH 7.0, 0.5 mM 
ATP, 0.034M sucrose, 0.1 mM EGTA, 0.1 mM dithiothreitol as described by Maruta and Korn 
(19). Tubes were incubated at 30?C in a water bath and inverted at 15-minute intervals to detect 
solid gel formation. Gels began to form within 15 minutes in the presence of di- and trihydroxy 
metabolites of CPZ. 

Concentration (M) 
Compound 

10-6 l0-' 5 X 10-5 10-4 

Chlorpromazine hydrochloride - - - + 
7,8-Dihydroxy-CPZ - - + + 
3,7-Dihydroxy-CPZ - - + + 
3,8-Dihydroxy-CPZ - - + + 
3,7,8-Trihydroxy-CPZ - + + + 
Chlorpromazine sulfoxide - - - 

*Although gelation was always seen with di- and trihydroxy metabolites of CPZ in the concentrations in- 
dicated, it was a less predictable occurrence with CPZ and when it occurred was only seen at the 10-4M 
concentration. 

mg/ml) which also inhibits the ability of 
F-actin to activate myosin Mg2+-ATPase 
(19). The ability of hydroxylated CPZ 
metabolites to function as synthetic gela- 
tion factors as described here could ac- 
count for some of the drug's known 
membrane effects. For example, low 
CPZ concentrations (5 x 10-5M) prevent 
whereas high concentrations (5 x 
10-4M) accelerate leakage of cellular en- 
zymes from Chang cells (23), and low 
concentrations of CPZ can protect cell 
organelles such as !ysosomes from hy- 
poxic damage (24) whereas higher con- 
centrations destroy lysosomal mem- 
branes (25). The protective effects of 
CPZ or its metabolites might be mediat- 
ed by transformation of the submem- 
branous cytoplasm from a sol to a gel at 
low concentrations, whereas cell injury 
would occur at the higher drug concen- 
trations where depolymerization of actin 
would prevent the assembly of micro- 
filaments and thus destabilize the cyto- 
skeleton. Gelation would also be favored 
where higher actin concentrations were 
found in submembranous regions, partic- 
ularly at the biliary pole of the cell (26). 

Our results indicate that CPZ and its 
metatolites profoundly alter the poly- 
merilation and gelation of F-actin at con- 
centrations that inhibit bile secretion in 
vivo (5, 6) and membrane enzyme func- 
tion in vitro (6-8). They thus suggest that 
microfilament dysfunction could be a fi- 
nal common pathway by which CPZ 
might mediate its multiple membrane ef- 
fects. Although our studies do not ex- 
clude an effect on other cytoskeletal ele- 
ments, classic microfilament antagonists, 
such as cytochalasin B, like CPZ also in- 
hibit the activity of the plasma mem- 
brane proteins Mg2+-ATPase (27) and 
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Na+,K+-ATPase (28), and result in cyto- 
plasmic vacuolization (29) and surface 
membrane blebbing of hepatocytes (12), 
presumably by a primary disturbance of 
the microfilaments or their membrane at- 
tachments. 

The minimal effect of CPZ sulfoxide 
on actin polymerization and its lack of 

gelation properties emphasizes both the 

specificity of the effect and the potential 
importance of hepatic metabolism in ac- 
tivation and deactivation of the more 
toxic metabolites of CPZ (30). Hepatic 
microsomal fractions from rat and man 

rapidly hydroxylate CPZ in the 7 posi- 
tion (31), but 3-hydroxylation (32) is slow 
in human and rat liver (33), and 8-hy- 
droxy!ation is a minor pathway (34). All 
of these compounds are apparently me- 
tabolized to sulfoxides. Enhancement of 
3- or 8-hydroxylation or diminished sulf- 
oxidation would result in the accumula- 
tion of more toxic metabolites and could 

provide an explanation for the apparent 
unpredictable "idiosyncratic" develop- 
ment of cholestatic jaundice following 
CPZ therapy. 

ELWYN ELIAS 
JAMES L. BOYER 

Liver Study Unit, 
Yale University School of Medicine, 
New Haven, Connecticut 06510 
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