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We are all familiar with the recent 
crash of a DC-10 in Chicago and the nu- 
clear reactor incident at Three Mile Is- 
land in Pennsylvania. Both accidents 
were due, in part, to undetected mechan- 
ical faults. As mechanical structures be- 
come more complex, the need for re- 
liable testing methods becomes more vi- 
tal. It is important to evaluate the prop- 
erties of mechanical structures, both 
during their manufacture and during 
their operation, in a manner that does 
not destroy them. Such a test is termed a 
nondestructive evaluation. 

Standard methods of nondestructive 
evaluation include radiography, eddy 
current testing, the use of dye pene- 
trants, and ultrasonic testing. Radio- 
graphic techniques have some of the 
same advantages and disadvantages that 
they have in medicine. They require 
bulky apparatus, particularly for exam- 
ining thick metal parts. Furthermore, 
when large metal parts are being exam- 
ined, very-high-energy beams must be 
used, which can necessitate clearing the 
inspection area (this is a major disad- 
vantage). But just as in medical prac- 
tice, radiography provides familiar, eas- 
ily recognizable data, and direct contact 
with the materials being tested is not re- 
quired. 

Eddy current testing involves the use 
of a small coil to which a radio-frequency 
signal is applied to excite currents in a 
neighboring piece of metal. These cur- 
rents are interrupted by the presence of a 
small crack and affect the impedance of 
the coil. Thus, eddy current testing can 
be used to determine the presence of a 
crack and, to some extent, its size. 

Acoustic testing techniques stem from 
Langevin's development of sonar during 
World War I. An acoustic wave signal of 
short duration is excited by a piezoelect- 
ric transducer at the surface of the mate- 
rial being tested. This acoustic wave 
beam penetrates the material, is reflect- 
ed by a flaw, and returns to the exciting 

transducer. By measuring the transit 
time of the signal to the flaw and back, its 
distance from the surface can be deter- 
mined. By measuring the amplitude of 
the returned signal and the position of 
the exciting transducer, some informa- 
tion about the size and location of the 
flaw can be obtained. The larger the 
flaw, the larger the amplitude of the re- 
turn echo. The great advantage of acous- 
tic techniques is that they use elastic 

disciplines, including electrical engineer- 
ing, physics, materials science, and me- 
chanics, must be brought to bear on the 
problem. 

A few years ago the U.S. Air Force, 
which was having difficulties in testing 
military aircraft, realized the need to 
study nondestructive testing techniques 
more fundamentally. Michael Buckley of 
the Air Force Materials Laboratory 
(AFML) held several conferences to 
stimulate interest among university and 
industrial scientists who had the neces- 
sary acoustic and related expertise but 
no previous contact with the field of non- 
destructive evaluation. This eventually 
resulted in an interdisciplinary program 
under the auspices of the Defense Ad- 
vanced Research Projects Agency 
(DARPA) and the AFML. This program 
was inspired and administered by Don- 
ald Thompson of Rockwell International 
Science Center, where basic research 
work on nondestructive evaluation was 
already being carried out. 

Summary. Nondestructive evaluation is a technique for determining the presence, 
type, and size of flaws in mechanical structures without destroying them. A descrip- 
tion of various types of nondestructive evaluation methods is given in this article. 
Particular attention is paid to acoustic wave probing techniques. Major advances have 
been made in the development of the theory of acoustic wave scattering from flaws 
and in the development of methods for determining the nature of a flaw from the 
variation of the scattered acoustic wave amplitude with frequency and angle. Several 
new types of acoustic imaging methods have been developed; prime examples are 
the acoustic microscope and electronically focused and scanned acoustic wave im- 
aging systems. New acoustic measurement techniques for determining the fields in 
materials and predicting their breaking stress are discussed, as is the development of 
new types of eddy current techniques and electromagnetic transducers. 

waves and tend to measure the elastic 
properties of the material. Since we are 
usually interested in mechanical proper- 
ties of materials, the acoustic measure- 
ment technique provides data closely re- 
lated to a determination of the reliability 
and useful life of a material. 

Most of these methods provide only 
limited quantitative information on the 
nature, position, and size of flaws. It was 
recognized in recent years that a more 
fundamental scientific approach to the 
problem was required. It is not enough, 
for instance, merely to determine the 
presence of a flaw. It is necessary to 
know its future effect on the life and 
strength of a mechanical structure. To do 
this, knowledge is required about frac- 
ture mechanics, material properties, and 
the relation between the measurement 
techniques used and the mechanical 
properties of the structure. It is also nec- 
essary to develop sophisticated comput- 
er and electronic processing techniques 
and better acoustic probes. Thus several 

Because of its flexibility and the com- 
petence of the researchers administering 
it, this unusual approach to university re- 
search has proved to be highly success- 
ful. Approximately eight universities and 
five industrial research organizations, in- 
cluding Rockwell itself, are working co- 
operatively on the program. Regular in- 
formal meetings are held by the research 
groups to keep themselves abreast of the 
progress being made, the difficulties 
being encountered, and the relationship 
between their particular research and the 
overall program. 

Interest in this field has increased at 
several universities-in particular, at 
Stanford. Stanford now has a very large 
interdisciplinary nondestructive evalua- 
tion research program of its own. Facul- 
ty and students in electrical engineering, 
applied physics, applied mechanics, ma- 
terials science, aeronautics, and astro- 
nautics are involved. Similar programs 
are being developed at the University of 
Tennessee and at Iowa State University. 
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Mechanics of Failure Prediction 

The mechanical failure of a structural 
material usually begins with the forma- 
tion of a sharp crack at a local in- 
homogeneity. Once the crack is formed, 
it will increase in length until failure oc- 
curs. The presence of a crack weakens 
the structure because the stress required 
for instantaneous failure is smaller the 
larger the crack. The crack will grow at a 
rate determined by its initial size and the 
applied stress. Naturally, the larger the 
crack is initially, the shorter the time un- 
til failure. 

\ Maximum measured flaw 

/^ \ ~ /| size for rejection 

Maximum permitted 
~~/ ~ ~\ ] ~flaw size determined 

f ~~/ \% \1by stress level 

~~~/ J \~ / r- Fraction 
rejected 

am au 

Flaw size, a 

There may be many ver 
or microcracks in a partic 
material. Thus, a typical 
quency distribution woulc 
plot shown in Fig. 1. TI 
nondestructive testing is 
maximum flaw size, au, al 
parts must be rejected. S 
surement technique has 
accuracy, the maximum i 

size for parts that must be 
where am < au. If the chc 
flaw size for rejection is 
small, then too many pal 
jected and the cost will be 

I 0 
1.4 - 

1.2 

1.0 

o 0.8 

x 

<I: 

800 m 400 
oblate spheroidm 

400 
oblate spheroid 

0.6 h 

Receiving 

Transmitting <./ transducer |-?^ 
transducer j( 7 0.4 ...-400 um 

0.4 S-400 um 
Doorknob ./k' Defect 

sample I _ 0.2 - 

Water bath 

Fig. 1 (top). Flaw size-frequency distribu- 20 
tion. Fig. 2 (bottom). Experimental con- 
figuration for verification of theory. Fig. Receiver polar 

3 (right). Low-frequency scattering (coefficient A2 versus angle) for spheroid 
voids that occurs when the configuration shown in Fig. 2 is used. 

E stim a 
rue 

o 
x 400 200 x 400 

Estimated 
96 x 424 73 x 419 207 x 442 250 x 412 

Born PMC 105 x 421 96 X 394 433 x 426 226 x 461 

175 x 365 101 x 428 196 x 474 189 x 417 

Born PE 201 x 397 175 x 417 191 x 385 195 x 399 

129 x 379 149 x 361 209 x 383 174 x 364 

EQSA PE 135 x 371 95 x 389 194 x 434 157 x 379 

259 x 285 121 x 458 186 x 278 147 x 342 

SMM PE 145 x 410 64 x 444 175 x 395 147 x 354 

3 

fEEEl 

Fig. 4. True v 
sizes for eighl 
recorded obla 
fects (8). Fou 
used in com 
Learning Prog 
Born (3) pitc 
(ii) Born pu 
(direct reflecti 
tended Quasi 
mation (EQSA 
and (iv) Sc 
Method (SM 
(6). Sizes are 
Each panel st 
tations of th( 
fect to the tra 

y small cracks high. If it is too large, however, too 
ular structural many parts will fail and, again, the cost 
flaw size-fre- will be unnecessarily high. (Thus there is 

I look like the an optimum choice of am for minimum 
he problem of cost.) Furthermore, if the accuracy of 
to choose the the measurement is greatly in error, 
bove which all safety requires that am be fixed at a value 
since the mea- far below the optimum value au, in which 
a certain in- case too many parts tend to be rejected 

measured flaw and the cost becomes higher. 
rejected is am, It is therefore very important to in- 
)sen measured crease the accuracy of quantitative pre- 
unnecessarily diction of flaw size and of the determina- 

rts will be re- tion of the relationship between flaw size 
unnecessarily and failure time. This would make it pos- 

sible to avoid rejecting components un- 
necessarily while avoiding the risk of ac- 
cepting components that would fail. 

o Experiment Methods to predict the measurement er- 
- Theory ror and relate the errors to accept-reject 

criteria (in particular for structural ce- 
ramic materials) have been developed by 
Thompson and Evans (1). 

Quantitative Measurements of Flaw Size 

Table 1 gives typical flaw sizes that 
cause failure in several common materi- 
als (/). It can be seen that in some cases 
the flaws of interest are several centime- 
ters in size; in other cases they measure 

diameter sphere a few micrometers. This implies that the 
measurement techniques required may 

>_0o1- be very different depending on the mate- 
rial that is tested. 

Much of the DARPA-AFML-Rock- 
60 80 well program has been devoted to the de- 

angle, 0 velopment of measuring techniques and 

lal and spherical of theoretical methods for accurately de- 
termining the size of flaws. Theories 
have been developed to predict the am- 
plitude of the scattered acoustic wave 
from so-called penny-shaped cracks 
(cracks in the shape of a disk) and sur- 
face cracks (which have the shape of a 

halfpenny extending downward from 
the surface). Wave scattering from more 

versus estimated 
t experimentally general spherical and ellipsoidal cavities 
ite spheroid de- and inclusions of foreign materials in the 
r methods were host matrix has also been studied. At the 
iputer Adaptive same time, it has been considered impor- 
;rams (ALN): (i) tant to develop techniques for making :h-catch (PMC), 
ilse echo (PE) calibrated defects in metal, glass, and ce- 
ion) (3), (iii) Ex- ramic samples so that the theories can be 
-Static Approxi- tested (2). 
) pulse echo (4), Long-wavelength scattering theory. 
,attering Matrix 

tuse ho The problem of determining the scatter- 

given in microns ing of an acoustic wave from a defect in a 
hows four orien- solid material is closely related to quan- 
e spheroidal de- tum mechanical and electromagnetic 
insducers (8). scattering theories. Here, because both 

compressive (longitudinal) waves and 
shear (transverse) waves can propagate 
in a solid and because the fields are ten- 
sors rather than vectors or scalars, the 
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mathematical difficulties are more se- 
vere. It was necessary to reformulate the 
theory and make extensive use of com- 
puters to extract the data from the scat- 
tered waves. In compensation, there is 
much more information available than 
from equivalent electromagnetic wave- 
scattering results. 

Exact scattering theories are only pos- 
sible for defects in simple shapes such as 
spheres or cylinders and can be used as a 
check on an approximate theory. One 
type of approximation is the assumption 
that the acoustic wave has a wavelength 
much larger than the flaw size. This im- 
plies that scattering is in the so-called 
Rayleigh or long-wavelength regime. In 
this case, the scattered power varies as 
the fourth power of the acoustic frequen- 
cy and the sixth power of the diameter of 
the defect. Remarkably, Rayleigh wave- 
scattering results can provide informa- 
tion on the shape, size, and type of de- 
fects. 

Exact field theories (3) for scattering 
from spherical defects have been com- 
pared with several types of long-wave- 
length approximation theories: (i) the 
Born approximation, in which it is as- 
sumed that the fields in the medium are 
unperturbed but that the elastic constant 
and density are perturbed (4); (ii) the 
quasi-static approximation, in which it is 
assumed that the fields are perturbed in 
the same way as static applied fields are 
(5); and (iii) the scattering matrix meth- 
od, which represents the fields at the sur- 
face of the flaw in terms of an integral 
equation that can itself be reduced to a 
matrix equation which is further sim- 
plified by keeping only certain terms (6). 
In this case, the theory can be extended 
outside the Rayleigh range. 

After some idea of the range of validity 
of the approximation methods had been 
obtained, they were used to treat prob- 
lems such as that of an ellipsoidal in- 
clusion, or penny-shaped crack, for 
which there is no exact field theory solu- 
tion. 

The theories were checked experimen- 
tally by measuring scattering as a func- 
tion of frequency and as a function of the 
angle between the transmitted acoustic 
beam and the received acoustic beam 
(the pitch-catch method). The experi- 
ments were conducted with a metal 
sample in the form of a doorknob, with 
the transmitting and receiving trans- 
ducers placed in water baths (Fig. 2). A 
test sample was made by machining a de- 

regime for scattering as a function of 
angle are in excellent agreement with 
theory (3, 4). Figure 3 shows an example 
of the results obtained by Tittmann and 
Morris (7) for scattering from spherical 
and spheroidal voids in the low-frequen- 
cy approximation and a comparison with 
theory. The agreement between theory 
and experiment is excellent. 

Once it was proved that the theory 
could be relied upon, the fundamental 
problem of inversion of the data was ad- 
dressed by several people in the DARPA 
program. Would it be possible, they 
wondered, to determine the shape and 
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size of the spheroidal defect from the 
scattering as a function of angle? A par- 
ticularly important method for this pur- 
pose is that of Whalen and Mucciardi (8), 
who devised techniques in which a com- 
puter is trained with known defects. The 
computer is then required to pick out de- 
fects of the same shape, size, and orien- 
tation as the ones it was programmed 
with. Computers trained with experi- 
mental flaw data have shown good suc- 
cess at such tasks. Recently, however, 
they have been trained with theoretical 
data. For this purpose, researchers used 
several different theories and tried to de- 
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Fig. 5 (left). Actual fracture stress versus 
fracture stress predicted by the acoustic 
measurement. The "best fit" straight line 
relating the two results gave a ratio of 0.87 
between them (10). Fig. 6 (right). Com- 
parison of experimental data to theory by 
Keller (15) (as modified by Adler) and to the 
elastodynamic theory by Achenbach and 
Gantesen (14). The wave is incident at an 
angle 60? to the normal of a penny-shaped 
crack (2500 tim radius) in titanium. 
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fect into two matching pieces, which 
were diffusion-bonded together so that 
the bond could not be detected acousti- 
cally. 

The results obtained in the Rayleigh 
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termine the shape and size of spheroidal 
defects from experimental data supplied 
to them by the Rockwell group (8). The 
results for one set of samples are shown 
in Fig. 4. 

In general, the results are in fairly 
good agreement with the actual size of 
the defect. In the pitch-catch method, 
the transmitting and receiving transducer 
are at different angles to the major axis of 

the defect, so experimental accuracy is 
poor. Figure 4 shows the estimated ma- 
jor and minor axes of ellipses A and B, 
respectively, for each of the four meth- 
ods. The computer technique was also 
able to estimate with reasonable accura- 
cy the polar orientation of the spheroidal 
defect. 

A second set of measurements was 
made and a theory was devised to ad- 
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Fig. 9. Comparison of the optical (a) and acoustic (b) images of an integrated circuit. Aluminum 
line width is about 7 ,um. 
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Fig. 10. (a) Diagram of the scanning laser acoustic microscope. (b) Illustration of laser detection 
of acoustic energy at an interface (18). A, wavelength. 

Fig. 11. (a) Ceramic chip capacitor with interlayer delamination. (b) Acoustic interferogram at 
100 MHz with the scanning laser acoustic microscope. 
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dress the problem of determining the size 
of elliptically shaped cracks and relating 
the results to the breaking stress of a 
sample that contains a crack. Gubernatis 
et al. (9) and Budiansky and Rice (10) 
used the quasi-static approximation; that 
is, they assumed that the acoustic fields 
in the neighborhood of the defect are dis- 
torted in the same way as applied static 
fields are. They showed that by measur- 
ing the acoustic waves scattered from an 
elliptical flat crack, it is possible to pre- 
dict the maximum stress required for 
fracture. 

Auld (11) and Kino (12) developed 
scattering theories that could be applied 
to surface acoustic waves, whose energy 
is mainly contained near the surface of a 
substrate. The Budiansky and Rice theo- 
ry was extended by Resch et at. (13) to 
deal with Rayleigh or surface acoustic 
waves incident to a semielliptical surface 
crack. The advantage was that it would 
be relatively simple to carry out experi- 
mental tests of the theory by forming the 
cracks in the surface of a brittle substrate 
such as glass. After the surface-wave- 
scattering experiment, the material was 
stressed until fracture and the predic- 
tions of the acoustic theory were 
checked against actual measurements of 
fracture stress. Typical crack sizes were 
100 to 500 tzm. The results, shown in Fig. 
5, indicate that there is relatively good 
agreement between the measured frac- 
ture stress and the fracture stress pre- 
dicted from the acoustic theory. Thus, 
apparently for the first time, this experi- 
ment proved that mechanical properties 
of materials can be predicted accurately 
from acoustic measurements. 

Short-wavelength scattering theory. 
Another group of researchers addressed 
the problem of high-frequency or short- 

wavelength scattering, in which it is as- 
sumed that the length of the acoustic 
wave is much shorter than the flaw. 
Achenbach and Gantesen (14) extended 
an electromagnetic theory of Keller (15) 
to an acoustic application and were able 
to show that when a flat crack is excited 

by an incident acoustic wave at an angle 
to the normal, it behaves as if its periph- 
ery radiates acoustic waves. Phase inter- 
ference occurs between the signals radi- 
ated from the edges of the crack, resem- 

bling the scattering of light from a slit. 
Thus, the scattered waves exhibit a char- 
acteristic interference pattern as a func- 
tion of both frequency and angle. 

Some of the experimental results ob- 
tained by Adler (16) are compared to 
Keller's and Achenbach and Gantesen's 
theories in Fig. 6. The maxima and mini- 
ma of the scattering pattern are fairly 
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Table 1. Order-of-magnitude estimates of criti- 
cal flaw sizes for common materials. 

Critical flaw Material Type size (mm) size (mm) 

Steels 4340 1.5 
D6AC 1.0 
Marage 250 5.0 
9Ni4Co 20C 18.0 

Aluminum 2014-T6S1 4.5 
alloys 2024-T3511 25.0 

Titanium 6A1-4V 2.5 
alloys 8A1-lMo-IV(/3) 14.5 

Silicon Hot-pressed 0.05 
nitrides Reaction- 0.02 

sintered 
Glasses Soda lime 0.001 

Silica 0.003 

closely predicted by their theories and 
can be used for picking out the size of the 
penny-shaped crack. The results for 
scattering as a function of angle are in 
still better agreement with the theory. 
Very accurate results of this type have 
been obtained by Tittmann (17), who 
used surface acoustic waves incident to 
surface cracks. 

Another important set of problems 
concerns testing structural ceramics 
such as silicon nitride and silicon car- 
bide. Several research groups around the 
world are attempting to construct auto- 
mobile turbines with these materials be- 
cause of their strength, the easy avail- 
ability of the raw materials from which 
they are made, and the high temperature 
at which they can operate. This could 
lead to a small, clean, highly efficient en- 
gine. The basic problem is that flaws as 
small as 10 to 25 gm can cause the brittle 
turbine blades (which are themselves on- 
ly a few centimeters long) to break. Be- 
cause of the smallness of the flaws that 
must be detected, Murakami et al. (18) 
have developed new high-frequency 
nondestructive testing techniques that 
make use of a thin-film transducer of zinc 
oxide deposited on a sapphire rod that is 
placed against the ceramic material and 
operated with pulse lengths of 2 nano- 
seconds at frequencies of 100 to 500 me- 
gahertz. These frequencies are one order 
of magnitude higher than those used pre- 
viously in nondestructive evaluation. 
Murakami et al. carried out sophisti- 
cated signal processing with a computer 
to compensate for the frequency re- 
sponse of the transducer and the dif- 
fraction and attenuation in the sample, 
which varies with frequency. By this 
means it is possible to compare with ex- 
perimental results the exact field theory 
for scattering of a signal from a spherical 
defect in ceramic material. 

Using calculations by Richardson and 
12 OCTOBER 1979 

Cohen (19) at Rockwell, it is possible 
to predict scattering as a function of fre- 
quency from various types of spherical 
defects in materials such as tungsten car- 
bide and silicon when introduced into a 
matrix of silicon nitride. Since the fre- 
quency response of the scattered signal 
is extremely complicated, it would be 
easier to look at scattering as a function 
of time rather than frequency; that is, as 
a function of the time response of the 
scatterer when excited by a short acous- 
tic pulse. One would expect, for in- 
stance, that a spherical cavity excited by 
a short acoustic pulse would give rise to 
a single pulse reflected from its front sur- 
face. An inclusion would give rise to at 
least two reflected pulses, one from the 
front surface and one from the back sur- 
face somewhat later. The latter is often 
large in amplitude because of the focus- 
ing caused by the spherical reflector. 

Figure 7 shows the results for a tung- 
sten carbide inclusion in a matrix of sili- 
con nitride. The exact theoretical re- 
sponse curve shows a short pulse that is 
followed by a series of later pulses. The 
experimental curve shows a similar pat- 
tern, except that additional signals ar- 
rived between the two main sets of 
pulses. This was because the inclusion 
was not pure tungsten carbide, but a two- 
phase mixture of tungsten disilicide and 
silicon carbide. A good measure of the 
diameter of the defect can be obtained, 
and such techniques show very clearly 
(by means of a single or double pulse) the 
difference between a vacancy and an in- 
clusion. 

Acoustic Imaging 

The acoustic microscope. An impor- 
tant development in recent years has 
been the use of imaging techniques to lo- 
cate and find the shape of defects in ma- 
terials. For example, Jipson and Quate 
(20) and Kessler and Yukas (21) have 
constructed two very different types of 
scanning acoustic microscopes for ob- 
serving tiny flaws near surfaces. 

Jipson and Quate's microscope (Fig. 
8) operates in the frequency range be- 
tween 100 MHz and a few gigahertz. It 
uses a thin-film zinc oxide transducer de- 
posited on a sapphire substrate in which 
a spherical lens is machined. The contact 
to the sample is made through a thin lay- 
er of water. The lens focuses an acoustic 
beam to a point close to its center of cur- 
vature, with a definition a little better 
than an acoustic wavelength. With a wa- 
ter immersion medium, the definition is 
approximately 4000 angstroms at 3 GHz. 
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Fig. 12. (a) Diagram of rays passing through a 
physical lens to a plane transducer (19). (b) 
Diagram of a time-delay system for focusing. 

The beam reflected from the substrate of 
interest is received by the same trans- 
ducer and the output signal is used to 
modulate the intensity of a cathode-ray 
tube (CRT). The sample is scanned by 
means of a loudspeaker movement in 
one direction and by means of a hydrau- 
lic piston in the perpendicular direction. 
By coupling this movement to the deflec- 
tion of the spot on the CRT face, a 
scanned, TV-like image is obtained. 

Figure 9 shows a picture of an in- 
tegrated circuit taken with the micro- 
scope operating in a reflection mode at a 
frequency of 2.4 GHz. The wavelength is 
approximately 6000 A. This picture illus- 
trates a very important property of 
acoustic waves-their ability to pene- 
trate an optically opaque object and mea- 
sure subsurface characteristics. In this 
case, the aluminum gates of the Metal 
Oxide Semiconductor Floating Elec- 
trode Transistor (MOSFET) deposited 
on the substrate have a layer of silicon 
dioxide approximately 1000 A thick be- 
tween the aluminum and the silicon; this 
region shows as a bright spot. When no 
oxide is present, the picture of the gate is 
dark. 

Kessler and Yukas's microscope (Fig. 
10) makes use of the ripple of a solid sur- 
face caused by an acoustic wave. The 
ripple deflects a laser beam, and a pho- 
todetector measures the deflection (18). 
By passing the focused laser beam past a 
knife-edge, it is possible to change this 
deflection to an amplitude modulation 
that can be displayed as an intensity 
modulation on the CRT. By scanning the 
laser beam across the sample (which can 
be done at normal TV frame rates), an 
acoustic image of the surface of the 
sample can be displayed simultaneously. 
Furthermore, because the system is basi- 
cally an optical one, it is possible to ob- 
tain optical images of the same region at 
the same time for comparison. Figure 11 
shows an interferogram of a ceramic chip 
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croscopes. The Kessler and Yukas mi- 
croscope has a poorer definition and op- 
erates at considerably lower frequencies 
(100 to 500 MHz); however, it has the ad- 
vantages of real-time imaging, an optical 
as well as an acoustic display, and a 
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Fig. 13. Transmission image (a) of boron and titanium panel taken at 2.2 MHz using the system 
diagrammed in (b). 
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Fig. 14 (left). A transmission imaging system 
with electronically scanned focused arrays. 
The mechanical scan provides scanning in the 
second dimension. Fig. 15 (right). Illustra- 
tion of scattering from a crack head-on (a) and 
at an angle 0 to a transducer array (b). 
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Fig. 16. Photographs of a sur- 
face crack taken in the gated 
mode with the crack facing the 
array (0?) at 45? and 90? to the 
array. 
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larger field of view on nonplanar sam- 
ples. 

Electronic scanning and focusing. An 
important development is the use of elec- 
tronically scanned imaging systems. As 
we have indicated, nondestructive evalu- 
ation research seeks a firmer quantitative 
basis and a basic understanding of the 
criteria for structural failure. But the 
evaluation techniques are nearly worth- 
less if the time spent evaluating the flaws 
is more costly than replacing the part. 
Therefore, a considerable effort has been 
made to replace the simple acoustic 
probe an operator uses to manually scan 
along a structure in search of flaws. This 
technique requires skill but becomes 
boring and tends to be very slow. Thus 
there is an obvious advantage in quickly 
displaying an easily recognizable image 
of a flawed region. 

The ideal characteristics of acoustic 
imaging techniques suitable for examin- 
ing large structures are (i) a rapid process 
that uses electronic rather than mechani- 
cal scanning and (ii) acoustic beams that 
are focused so that good transverse defi- 
nition and range resolution through the 
depth of a thick sample can be obtained. 
The problem with focusing an acoustic 
beam is that the physical lens usually re- 

quired must be immersed in a medium 
that can propagate acoustic waves. For 
low-frequency imaging systems oper- 
ating in a megahertz range, the propaga- 
tion path may therefore be 10 cm or 
more. Thus, the imaging system tends to 
be very bulky and heavy. To obtain good 
range definition and transverse resolu- 
tion, a lens is needed whose focal length 
can be varied as the acoustic pulse trav- 
els outward from the transmitting trans- 
ducer. This is a difficult problem because 
of the speed required and implies the use 
of electronically variable focusing tech- 

niques rather than a physical lens. 
In order to understand why certain 

components are needed for an electroni- 

cally focused and scanned system, con- 
sider the action of a physical lens that fo- 
cuses the signal received from one point 
on an object onto the plane of a large- 
area transducer (Fig. 12a) (22). The 
physical lens delays the rays passing 
through it so that all rays reaching the 
transducer from the focal point suffer the 
same phase and time delays. To perform 
the equivalent process electronically, the 

signals are received by an array of small 
transducers. The signal arriving at each 

array element (shown in Fig. 12b) must 
be delayed in such a way that they are in 

phase and can be added to each other. 

Conceptually, the simplest way to do 
this is to connect electrical delay lines to 
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capacitor taken at 100 MHz with a Kess- 
ler and Yukas microscope. Interlayer 
delamination can clearly be seen. 

The Jipson and Quate microscope has 
demonstrated definitions as good as 4000 
A-comparable to the best optical mi- 



each element of the array; a pulsed 
radio-frequency signal emitted from a 
point on the object will then arrive at 
the receiver transducers at different 
times. The signals from these elements 
of the array are appropriately delayed to 
arrive simultaneously at the output of the 
delay lines and can be added together 
(Fig. 12b). Therefore there will be a 
strong response from that particular 
point, but the signals arriving from some 
other point would arrive at different 
times and be out of phase. By changing 
the delay times of the individual delay 
lines, the focal point of the acoustic 
beam can be changed at will. 

Various implementations of electroni- 
cally scanned and focused systems have 
been demonstrated by Kino (22). One 
example, shown in Fig. 13, is a transmis- 
sion image made at 2.2 MHz of a boron- 
reinforced epoxy sample on a titanium 
backing, a material used in aircraft con- 
struction. One of the problems with it is 
that the layers can become debonded. 
The system used for transmission imag- 
ing is shown in Fig. 14. Mechanical scan- 
ning is carried out in one direction and 
electronic scanning of both a transmitter 
and receiver array in the perpendicular 
direction. Flaws in the sample are clearly 
visible. 

A second system has been used for 
imaging cracks in a surface. We pointed 
out earlier that the results of Keller (15), 
Achenbach and Gantesen (14), and Adler 
(16) demonstrate that a crack behaves as 
if its edges radiate acoustic waves inde- 
pendently. A physical illustration of this 
phenomenon can clearly be seen by us- 
ing imaging. As shown in Fig. 15, an ar- 
ray is placed opposite the crack and the 
acoustic beam emitted from the array il- 
luminates the crack. When the crack 
plane is parallel to the array, signals 
emitted from the array are specularly re- 
flected by the crack back to the array, 
and an image of the crack is displayed. 
On the other hand, if the crack is at an 
angle to the incident beam, the specu- 
larly reflected signals do not return to the 
array. The only signals returning to the 
array are now emitted from the two ends 
of the thin crack, which appear as bright 
spots. Photographs of the displayed im- 
age from the crack are shown in Fig. 16. 

Imaging systems are now being used in 
many ways (22). The systems for exam- 
ining the human body are beginning to be 
adapted to the nondestructive testing 
field. Other systems using digital pro- 
cessing techniques are being developed 
by Kino and his co-workers, by Ander- 
son at Varian Associates, by J. Posakony 
and his co-workers at Battelle North- 
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Fig. 17. Experimental (knobbed lines) and 
theoretical (smooth lines) stress contour plots 
for a 6061-T6 aluminum panel with a central 
circular hole. 

west Memorial Institute, and by others. 
It is expected that imaging methods will 
be even more widely used in the future. 

Conclusion 

In this article I have discussed many 
new approaches to the problem of non- 
destructive evaluation. These include a 
considerable development of scattering 
theory along with experiments to check 
it, and the development of new types of 
microscopic and macroscopic imaging 
systems. At the same time, much re- 
search has been carried out on the prob- 
lem of relating acoustic measurement 
methods to quantitative predictions of 
fracture and of the useful life span of me- 
chanical structures. 

We have not dealt with the whole 
range of basic research now being car- 
ried on in the field of nondestructive test- 
ing. An example of the progress being 
made involves the direct determination 
of stress near a crack by measuring the 
change in the acoustic velocity of a wave 
caused by the presence of the stress (23). 
By using a mechanically scanned trans- 
ducer, this technique has made it pos- 
sible to measure the stress fields around 
the crack and should lead to measure- 
ments of the effect of welding and fatigue 
on the residual stress fields in structures. 
An illustration of stress fields around a 
hole in aluminum, measured by this tech- 
nique and compared with results based 
on theory, is shown in Fig. 17. Good 
agreement is obtained between the two 
sets of results. 

Another large subset of experiments 
in the nondestructive testing field has in- 
volved the development of better acous- 
toelectric and acoustomagnetic trans- 
ducers. For this, reproducible, broad- 

frequency band transducers with high ef- 
ficiency are obviously required. New 
types of transducers that can excite the 
different types of relevant waves are 
needed. For imaging systems, the prob- 
lems of the development of arrays of 
transducers is extremely severe, where- 
as for very-high-frequency operation still 
other types of transducers are required. 
Therefore, along with the development 
of the nondestructive testing field there 
has been a considerable development of 
transducer technology (24, 25). 

A particularly important example of 
progress in transducer technology is the 
use of magnetic techniques to excite 
acoustic waves. A small coil is placed 
near a metallic sample in the presence of 
a static magnetic field produced by a 
magnet. When a radio-frequency current 
is passed through this coil it induces cur- 
rents in the neighboring metal sample 
that in turn interact with the applied stat- 
ic magnetic field to vibrate the sample 
and thus excite acoustic waves. The ad- 
vantage of such a method is that the 
transducer need not make contact with 
the sample. As a result, acoustic waves 
can be directed against and received 
from rough pipes of the type used in gas 
lines. The technique is, therefore, prov- 
ing useful for carrying out acoustic 
measurements in difficult samples (26). 

Finally, there has been considerable 
development of the standard eddy cur- 
rent techniques. By using new theoreti- 
cal developments and modern micro- 
wave methods, Auld et al. (27) and the 
group at Rockwell have shown that it is 
possible to make use of the ferromagnet- 
ic resonances of small ferrite spheres. 
Such spheres are resonant at a micro- 
wave frequency determined by an ap- 
plied static magnetic field. If a ferrite 
sphere is placed near a metal object, the 
resonant frequency will be perturbed. In 
the presence of a crack, the perturbation 
will be different. Therefore, by using a 
sphere about 1 millimeter in diameter 
and moving it over the surface of a 
sample, very small cracks can be easily 
detected and their sizes determined. By 
this means, an entirely new method of 
measurement of surface cracks has been 
demonstrated. 

A wide range of research on acoustic 
emission techniques, nonlinear acoustics 
for measuring fatigue cracks, holograph- 
ic techniques, and acoustic tomogra- 
phy is being carried out in laboratories 
throughout the world. Research in this 
field can decrease manufacturing costs 
and increase the useful life of mechanical 
structures. Most important, it can safe- 
guard human lives. Nondestructive eval- 
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uation research programs should there- 
fore be expanded and their results used 
in operational systems. 
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In 1958 William E. Gordon suggested 
that radars then in existence had the 
power and sensitivity to detect the 
Thomson scattering of electromagnetic 
radiation by free electrons in the iono- 
sphere (1). That this suggestion was cor- 
rect was shown almost immediately by 
Bowles (2), who used a powerful radar in 
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Accordingly, work was begun on facili- 
ties specifically designed to exploit the 
new technique. Gordon led the team that 
built the Arecibo Ionospheric Observa- 
tory (now the National Astronomy and 
Ionosphere Center) in Puerto Rico, while 
Bowles led the team that built the Jica- 
marca Radar Observatory in Peru (3). 
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Summary. In the last two decades large radars have proved to be powerful in- 
struments for the measurement of the properties of the upper atmosphere. These 
radars were used initially to measure properties of the ionosphere by the Thomson 
scattering technique at heights above 100 kilometers. Careful interpretation of the 
power and spectrum of radar echoes yielded data on electron and ion densities and 
temperatures as well as on bulk motion of the ionospheric plasma, all as functions of 
height and time. More recent developments have made it possible to measure wind 
speeds and the structure of turbulence in the stratosphere and mesosphere at alti- 
tudes below 100 kilometers. 
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Illinois that was originally constructed 
by the Smithsonian Astrophysical Ob- 
servatory for the study of the ionized 
trails produced by meteors in the upper 
atmosphere. Radar measurement of 
Thomson scattering offered a means of 
determining the profile of electron den- 
sity as a function of height in the iono- 
sphere, and had many advantages over 
other techniques available at the time. 
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The first observations of Thomson 
scattering from the ionosphere were sur- 
prising, however. The measured spec- 
trum of the scattered radiation was very 
much narrower, and therefore much eas- 
ier to detect in the presence of noise, 
than Gordon had predicted. Because of 
this original misunderstanding of the the- 
ory of the phenomenon, the instruments 
constructed at both Arecibo and Jica- 
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marca were considerably more powerful 
than they needed to be in order to carry 
out their original missions. Successful 
measurements of ionospheric properties 
by the Thomson scattering technique 
(now called incoherent scatter) have 
since been made by much smaller radars 
in France, England, Massachusetts, 
Canada, and Alaska (4). The power of 
the original incoherent scatter radars at 
Arecibo and Jicamarca has not been 
wasted, however, as these instruments 
have been used as test-beds for the de- 
velopment of new techniques for the 
measurement of a range of properties of 
the upper atmosphere wider by far than 
anyone could have imagined in 1958. 

The first extension of the capabilities 
of incoherent scatter radar was soon re- 
alized as theoretical plasma physicists 
explained the difference between the 
measured and predicted spectral width 
of the scattered radiation (5). Elec- 
trostatic forces between negatively 
charged electrons and positively charged 
ions in the ionospheric plasma couple the 
motions of the electrons to those of the 
more massive ions. Although it is elec- 
trons and not ions that scatter electro- 
magnetic radiation, their motions and 
therefore the Doppler shift they cause in 
scattered radiation are constrained by 
the ions. The spectrum of the scattered 
radiation has a width that is character- 
istic of the mean thermal motion of the 
ions. The shape of the spectrum depends 
strongly on the ratio of the temperature 
of the electrons to that of the ions in the 
plasma that is scattering the radiation, 
and there is an additional weak depen- 
dence of the shape on the proportions of 
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