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The field of instrumentation and its 
rapid growth during the past few years 
have been identified as major factors 
contributing to many of the recent devel- 
opments in physics and life sciences (1). 
In this article we discuss a particular ex- 
ample of how instrumental advances 
have made it possible to put into practice 
an idea that has been in existence for 
many years. As long ago as 1944, Hillier 
and Baker (2) suggested that a measure- 
ment of the energy spectrum of electrons 
that have been transmitted through a thin 

With this beam any region of the speci- 
men can be probed for microanalysis, or 
a high-resolution image can be obtained 
by scanning the beam over the specimen 
and displaying the variation in intensity 
of the transmitted signal on a video mon- 
itor. The electrons transmitted through a 
thin specimen can be analyzed by means 
of an electron spectrometer, which col- 
lects a large fraction of the electrons and 
disperses them in a focal plane by an 
amount that depends on their loss of en- 
ergy relative to the kinetic energy of the 

Summary. The transmission electron energy-loss spectrum shows characteristic 

"edges" corresponding to the excitation of inner-shell electrons of atoms in a thin 

sample. Analysis of these edges provides detailed chemical, structural, and electronic 
data from the radiated volume. By combining electron spectroscopy and electron mi- 

croscopy, this microanalytical technique can be performed in conjunction with high- 
resolution imaging of the sample. It is shown that this approach has advantages of 

sensitivity, spatial resolution, and convenience over other comparable techniques. 

specimen of a material would provide de- 
tailed chemical and structural informa- 
tion about the specimen. However, their 
attempts to demonstrate this technique 
of microanalysis were hampered by poor 
electron optics, inefficient electron spec- 
trometers, dirty vacuum systems, and 
limited data collection facilities. Now, 
with the benefit of instrumental improve- 
ments in three of the areas cited by 
Weisskopf (1), the technique of electron 
spectroscopy for microanalysis has be- 
come a reality. 

This has been made possible by the 
advent of scanning electron probe in- 
struments, efficient electron spectrome- 
ters, and convenient, inexpensive com- 
puter systems for storage and analysis of 
data. The scanning electron microscope 
can form an intense, focused beam of 
electrons with a diameter of typically 1 
to 10 nanometers, which can be posi- 
tioned on any chosen area of a specimen. 

incident beam. If the energy-dispersed 
information is scanned over a selecting 
slit, an energy-loss spectrum from a spe- 
cific area of the sample can be obtained. 

Recent advances in the design of elec- 
tron spectrometers (3) and a better un- 
derstanding of how the spectrometer can 
be coupled efficiently to the electron-op- 
tical system (4) make it possible to col- 
lect energy-loss spectra at a high signal- 
to-noise ratio from an area of the speci- 
men defined by the diameter of the in- 
cident probe. Provided the quality of the 
vacuum in the microscope is such that ir- 
radiating the sample with the electron 
beam for reasonable time periods does 
not cause specimen contamination or 
degradation, spectra can be analyzed in 
the light of the interactions expected to 
occur between the incident electrons and 
the sample. These analyses are per- 
formed by use of a computer-based sys- 
tem, which can both store and process 
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the spectral data in order to extract the 
chemical, electronic, and structural in- 
formation potentially available. Figure 1 
shows a schematic diagram of a com- 
bined microscope and microanalytical 
facility. The ability to perform both 
imaging and analysis is of importance be- 
cause it allows the spectral data to be 
placed in the context of the ultrastruc- 
ture of the specimen. The combination is 
an analytic tool of unique capabilities. 

Basic Concepts 

A system of the type described above 
can be used to study any of the many 
possible interactions between an elec- 
tron beam and a solid specimen, since 
all generated signals carry information 
about the solid state. However, much 
current research interest has been cen- 
tered on the interactions associated with 
the excitation of inner-shell electrons. 
These excitations give rise to a disconti- 
nuity or "edge" in the spectrum (see 
Fig. 2), and edges are of interest because 
of the diversity of analytical information 
that can be obtained from them. First, 
the energy loss at which the edge occurs 
is a measure of the energy needed to ex- 
cite an electron from its bound state in 
the atom. This energy, which is close to 
the atomic binding energy, is character- 
istic of the element, and so a determina- 
tion of the energy loss at which an edge 
occurs is sufficient to uniquely identify a 
specific element. Inner-shell excitations 
are therefore especially suited for ele- 
mental microanalysis. Second, the de- 
tailed shape of the edge is affected by the 
chemical state, electronic band struc- 
ture, and crystallography of the solid in 
which the atom is situated. A study of 
these "fine structures" (indicated in Fig. 
3) superimposed on the basic profile of 
an edge can give a detailed picture of the 

physical environment of the analyzed 
volume. Third, accurate quantum me- 
chanical calculations of the inner-shell 
ionization process are now available (5, 
6), so the spectral data can be interpreted 
on the basis of a firm theoretical under- 
standing. Finally, the inner-shell ex- 
citation processes are highly localized 
and therefore suitable for studies at high 
spatial resolution. 

Some of these advantages can, of 
course, be obtained under other experi- 
mental conditions. For example, fluores- 
cent x-rays (7) and Auger electrons (8) 
produced in the decay following the pri- 
mary excitation are widely used for 
chemical microanalysis. However, in an 

The authors are members of the Technical Staff, 
Bell Laboratories, Murray Hill, New Jersey 07974. 

SCIENCE, VOL. 206, 12 OCTOBER 1979 162 



energy-loss experiment it is the primary 
excitation that is being observed rather 
than the secondary decay, and therefore 
the number of analyzable events for a 
particular incident-beam flux is much 
higher than for either an x-ray or an Au- 
ger measurement. In addition, since the 
transmitted electron beam is confined 
within a narrow cone, the geometric col- 
lection efficiency of an electron spec- 
trometer optimally coupled to an elec- 
tron microscope can approach 100 per- 
cent (9). For x-ray or Auger spectrome- 
ters the corresponding figure is closer to 
1 percent. The sensitivity of the energy- 
loss technique is thus higher. 

Other ways of exciting the inner-shell 
electrons can be considered. The most 
important of these is the monochromatic 
x-ray beam, which has recently come in- 
to prominence because of the availability 
of high-intensity, tunable x-radiation 
from synchrotron rings (10). Surpris- 
ingly, even against such competition, a 
system based on an electron microscope 
has substantial advantages. This is be- 
cause the electron beam is a more effi- 
cient probe of the structure than is the 
photon flux from a synchrotron, as can 
be seen from the following argument 
(1 ). The number of inner-shell electrons 
that are excited will determine the sensi- 
tivity of a technique for microanalysis. 
Thus in an electron beam instrument the 
minimum number of analyzable atoms 
will be inversely proportional to the par- 
ticle flux in the incident beam JE and the 

Incident beam 
Eo 

X-ray detector 

Fig. 1. Schematic illustration of a combined 
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Fig. 1. Schematic illustration of a combined 
electron microscope and microanalytical facil- 
ity. The incident beam is focused to a spot (di- 
ameter, s 10 nm) on the thin sample (thick- 
ness, s 100 nm). While a high-resolution im- 
age is recorded with the elastically scattered 
(dark-field) electrons, the fluorescent x-ray 
and electron energy-loss spectra can be col- 
lected for microanalysis. 
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Fig. 2. Part of the 
energy-loss spectrum 
from a carbon film, 
showing the carbon K 
edge. Note the rapid- 
ly falling background i 
before the edge, the 
rapid rise in intensity !SB 
at the onset of the 
edge (284 eV), and 
then the steady decay 
at higher energy loss- 
es. 

ionization cross section doldE. There- 
fore a sensitivity factor SE can be defined 
as 

SE = JE dao-dE (1) 

Similarly, for the x-ray beam from a syn- 
chrotron source, the corresponding sen- 
sitivity factor Sx would be 

Sx = Jxor/AE (2) 

where Jx is the photon flux per energy 
width AE after monochromatization and 
or is the photoabsorption cross section. A 
figure of merit R between electron beams 
and synchrotron radiation would then be 

R = SE/SX (3) 

where a value of R greater than unity in- 
dicates higher sensitivity (that is, the 
ability to detect a smaller number of 
events or atoms) for the electron beam. 

For the inner-shell excitations the ra- 
tio of do-dE to cr at an energy loss E, for 
incident electrons of energy 100 kilo- 
electron volts, can be approximated as 

do-IdE I 4 x 105 
Inln1 (4) o- 170E E (E 

For example, at the K-shell edge of car- 
bon, for which E = 284 eV, this ratio is 
only about 10-4. However, this factor in 
favor of the photon beam is more than 
compensated by the difference in the in- 
cident flux available in the two cases. 
Comparing the flux JE from a typical 
commercial electron microscope (about 
10 amperes per square centimeter) with 
the photon flux available after mono- 
chromatization from the Stanford Proton 
Electron Accelerating Ring (SPEAR) 
(12) and then calculating the figure of 
merit R shows that the advantage in fa- 
vor of the electron beam varies from 
about 100 to 2 over the range of energy 
losses 50 to 1000 eV (see Fig. 4, curve a). 
The latest generation of electron-probe 
instruments employing cold field-emis- 
sion sources are capable of current den- 
sities up to 106 A/cm2, and these may be 

comparable to the proposed National 
Light Source for Brookhaven National 
Laboratory (13) operating at 2.5 GeV. In 
this case the superiority of the electron- 
beam device is even higher over the en- 
ergy-loss range 10 eV to 10 keV. 

The significance of this result lies not 
only in the fact that an electron micro- 
scope, even at the state-of-the-art level, 
is less expensive and more compact than 
a synchrotron source, but also that the 
electron flux can be focused into a probe 
with a very small diameter (tens of ang- 
stroms) while the radiation from the syn- 
chrotron covers tens of micrometers. 

Elemental Studies 

The most basic and practical appli- 
cation of electron spectrometry is in ele- 
mental analysis of the specimen. In this 
mode of operation, the energy loss at 
which an edge can be identified is mea- 
sured and the intensity contained in this 
is integrated to quantitate the number of 
atoms of a specific element present. 
Thus one is making use of the simplest 
feature of an edge-the excitation of an 
inner-shell electron to continuum states. 
The subtle fine-structure effects that 
arise because the atoms are assembled 
into a solid are considered later. 

EXAFS 

Lk Energy loss 

Fig. 3. Diagrammatic representation of a K 
edge after background stripping, showing the 
threshold (or preionization) fine structure, 
which extends 10 to 15 eV past the edge onset 
at EK, and the extended fine structure, which is 
detectable for many hundreds of electron 
volts after the edge. 
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Figure 5 shows a portion of an energy- 
loss spectrum recorded from a thin crys- 
tal of boron nitride supported on a car- 
bon substrate. The edges in the spectrum 
correspond to the ionizations of the K- 
shell electrons of boron, carbon, and ni- 
trogen. They are characterized by a 
sharp rise followed by a gradual decay of 
the signal on passing through the edge 
energy. The shape of the K edge makes 
the measurement of its threshold energy 
relatively easy, and since its threshold 
energy corresponds very closely to the 
atomic binding energy, an element can 
be identified uniquely. Unlike a similar 
measurement made in ESCA (electron 
spectroscopy for chemical analysis), 
which is dependent on the work function 
of the sample, this measurement is abso- 
lute and the identification is therefore 
positive in almost every case. Within the 
energy-loss range accessible with a sys- 
tem of the type described here (50 to 
2000 eV), K-shell edges from the ele- 
ments lithium to silicon are obtainable. 
Since these edges are widely spaced (50 
to 200 eV), a simple spectrometer with a 
resolution of 10 eV or better is adequate 
to resolve them. 

Other ionizations, such as those from 
the L and M shells, can also be used for 
microanalysis. However, they differ 
from the K edges in that they do not all 
display a sharp threshold but instead 
may have their maximum intensity at an 
energy loss many electron volts above 
the threshold. This is because of the cen- 
trifugal barrier that must be overcome by 
an electron excited from an orbit that is 
not spherically symmetrical. This possi- 
bility of a delayed maximum can make a 
unique identification based on the L or M 
edge more difficult, and some additional 
information, such as the fluorescent x- 
ray spectrum from the same specimen 
area, is usually desirable. 

A spectrum of the kind shown in Fig. 5 
can usually be obtained in 50 seconds in 
an electron microscope, while still main- 
taining the standard operating conditions 
of the instrument. In the particular ex- 
ample shown here, the spectrum was re- 
corded by using a 10-nm probe on a crys- 
tal about 50 nm thick, giving a sampled 
volume of about 10-17 cubic centimeter, 
which corresponds to - 5 x 105 atoms. 
A rapid analysis at high spatial resolution 
is thus possible, particularly for the im- 
portant elements in the first two rows of 
the periodic table. The mass sensitivity 
of the technique is a function of both the 
element sought and the matrix in which it 
is set, and Table 1 shows some values we 
have calculated for elements in a carbon 
matrix, assuming typical operating con- 
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Table 1. Calculated detectable limits for a car- 
bon matrix. Detectable limits have been cal- 
culated for the following conditions: thickness 
of carbon matrix, 80 nm; Eo, 100 keV; elec- 
tron flux J, 20 A/cm2-sec; probe diameter, 30 
nm; spectrometer resolution, 10 eV; and mul- 
tichannel analyzer dwell time, 200 msec per 
electron volt per channel. 

E Minimum 
Element Edge ) number of 

atoms 

Lithium K 55 9.6 x 102 
Silicon L23 99 2.0 x 103 
Sulfur L23 165 3.8 x 103 
Boron K 188 2.9 x 103 
Chlorine L23 201 4.5 x 103 
Calcium L23 348 1.8 x 104 
Nitrogen K 402 1.7 x 104 
Oxygen K 532 2.4 x 104 
Fluorine K 685 3.4 x 104 

ditions. These numbers are in agreement 
with simplified estimates made earlier 
(14) and values approaching this have 
been experimentally demonstrated (9, 
15). 

Although these figures are very en- 
couraging, two difficulties that are often 
encountered with samples of practical in- 
terest must be mentioned. Figure 6, a 
spectrum from fluorodopamine in synap- 
tosomes (16), demonstrates both of these 
problems. First, in a system where many 
elements are present there is an overlap 
between edges because each edge has a 
substantial natural width. An edge there- 
fore rides on a background determined 
by the tails of the edges that precede it, 
and this both reduces the visibility of the 
edge and lowers the detection sensitivi- 
ty. Second, if the sample is allowed to 
become too thick, there is a finite possi- 
bility that the incident electron will inter- 
act more than once with the sample be- 
fore it leaves. This plural scattering re- 
duces the visibility of an edge because it 
is convoluted with the other interactions 
that have occurred. In the limit, the edge 
may become no more than a change in 
slope in the general background intensity 
of the spectrum. In order to avoid this it 
is necessary to keep the sample thick- 
ness below one mean free path for in- 
elastic scattering. To a fair approxima- 
tion the total cross section for inelastic 
scattering at 100 keV is (17) 

0-3ZI/2 l 1 8x 
16 

A2 t o 0i- Z11'2 In (8 10) A2 per atom 

(5) 

(where Z is atomic number) so that for 
light elements such as carbon the mean 
free path A = 1/No-i (where N is the num- 
ber of atoms per unit volume of the 
sample) is several hundred angstroms. 
This is less than the thickness of samples 

normally used for conventional electron 
microscopy at this voltage, and so very 
careful specimen preparation is required. 
While this is not a major problem for the 
examination of metallic or semiconduc- 
tor specimens, it is a real problem for bi- 
ological specimens, since conventional 
techniques such as ultramicrotomy yield 
sections that are too thick. Our experi- 
ence so far has been that sections sub- 
jected to minimum handling (that is, un- 
fixed or freeze-substituted) and then 
cryo-ultramicrotomed are best suited for 
these studies. Another practical solution 
is to use electrons of a higher incident 
energy, such as 200 keV, which gives a 
nearly proportional gain in usable thick- 
ness. Suitable commercial instruments 
operating at this accelerating voltage are 
now being fitted with electron spectrom- 
eters. 

Like most microanalytical techniques, 
energy-loss analysis is not "trace sensi- 
tive," since under any condition the 
mass of an element in the irradiated vol- 
ume must exceed the minimum detect- 
able mass. When the probe size is very 
small this implies that the element of in- 
terest must be localized-for example, in 
a precipitate or inclusion-and con- 
sequently the energy-loss technique is 
ideally suited for the study of such fea- 
tures. However, if the element is distrib- 
uted homogeneously, then, depending 
on the concentration, it may be neces- 
sary to probe a relatively large volume in 
order to exceed the detectable limit. It 
should also be noted that in the case of 
biological materials there is an upper lim- 
it to the electron dose that can be accept- 
ed by the specimen before loss of mass, 
crystallinity, and so on, becomes too 
great. For a typical proteinaceous mate- 
rial this limit can be as low as 10 elec- 
trons per square angstrom, which, for a 
100-second analysis period, corresponds 
to an incident flux of only 10-4 A/cm2. 
This, of course, worsens proportionally 
the mass sensitivity of the technique. 
However, we have found that under 
some special conditions-for example, 
when the material is enclosed by a mem- 
brane (in a whole cell or platelet)-the 
rate of radiation damage can be very 
much lower, and this offers hope that 
some solution can be found to this prob- 
lem. As an example, studies of fluoro- 
dopamine incubated with human blood 
platelets have demonstrated no loss of 
intensity in the fluorine K edge after a 
dose of 103 electrons per square ang- 
strom, even though the same material, 
outside the cell, yields no edge at even a 
tenth of this dose (18). 

Considerable progress has been made 
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in the quantitation of edge profiles for el- 
emental analysis. Unlike x-ray or Auger 
techniques, which require correction or 
standardization procedures to give nu- 
merical data, the quantitation of energy- 
loss spectra is both simple and absolute. 
The number of atoms per unit area con- 
tributing to the observed edge intensity 
is 

N= IK(/3,A) N =I0 ,a)o(,) 

E 
a) 

(6) u 

where IK(/,A) is the edge signal, after 
subtraction of the background, integrat- 
ed over some energy range A and for a 
collection angle into the spectrometer of 
/f measured at the specimen; I(oQ,A) is 
the corresponding signal measured at the 
zero-loss peak of the spectrum; and 
cr(/8,A) is the appropriate partial cross 
section for the ionization event (19). The 
use of computer-based data collection 
systems has made it a simple matter to 
model and then remove the background 
intensity beneath an edge and therefore 
obtain both IK and oI from the stored 
spectrum in a direct way. Theoretical de- 
velopments (20, 21) have made it pos- 
sible to rapidly and accurately calculate 
partial cross sections under conditions 
that correspond to those found in prac- 
tice, making possible a standardless 
quantitation. We have recently shown 
that, for the K shells, an absolute accura- 
cy of 10 percent for N in boron nitride 
can be obtained in this way, for an ana- 
lyzed mass of the order of 10-17 gram 
(22). 

Although this spectral analysis tech- 
nique is useful for many purposes, a 
practical limitation is set by the fact that 
the spectrum is sequentially recorded, 
and thus considerable time is needed to 
obtain an adequate signal-to-noise ratio 
for any part of the spectrum. To examine 
the spatial distribution of a particular ele- 
ment would therefore require substantial 
time. This can be avoided by changing 
the mode of operation of the analyzer. 

If the spectrometer is adjusted so that 
electrons showing a particular energy 
loss, such as a K-shell loss for an ele- 
ment of interest, as passed through the 
selecting slit of the analyzer, then the de- 
tected signal will vary depending on 
whether the chosen element is present in 
the volume examined. In the absence of 
the element the signal will be the local 
background intensity for that energy 
loss, while in the presence of the element 
the signal will be increased by an amount 
that depends on the quantity of the ele- 
ment in the irradiated volume. Thus in 
the scanning transmission microscope a 
display of the spectrometer output will 
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Fig. 4. Comparison of relative detection sensi- 
tivities for electron and photon beam systems, 
where R is defined in Eq. 3. (Curve a) A con- 
ventional 100-kilovolt electron source produc- 
ing 10 A/cm2 at the sample is compared with 
the present performance of SPEAR (12), as- 
suming 1-milliradian acceptance by the elec- 
tron spectrometer. (Curve b) The same sys- 
tems are compared but a spectrometer accept- 
ance of 20 mrad is assumed. (Curve c) A 100- 
kV field-emission source producing 106 A/cm2 
at the sample is compared with the proposed 
Brookhaven National Light Source (13), as- 
suming a spectrometer accepting 20 mrad. 

give an image whose brightness is an in- 
dication of the presence or absence of 
the selected element, and a distribution 
can be mapped rapidly. Because the 
background intensity itself can vary from 
point to point in the specimen when the 
mass-thickness of the section changes, it 
is necessary to have a way of distinguish- 
ing chemical effects from mass-thickness 
variations (23). This is readily done by 
recording images from the same area at 
energy losses just below, and then just 
above, the chosen edge. Thickness 
changes will cause the same contrast ef- 
fects in both images, but specific elemen- 
tal contrast will be visible only in the im- 
age taken above the edge. 

This technique has been applied to a 
variety of problems (15, 24, 25), in both 
materials science and biology. A particu- 
larly useful application has been to the 
study of the distribution of biologically 
active groups at a subcellular level. This 
has been done by replacing one or more 
of the hydrogen atoms in the group of in- 
terest with fluorine and then mapping the 
fluorine distribution by the method out- 
lined above. Because these fluorine ana- 
logs usually behave very similarly to the 
original group and because in most living 
systems little or no fluorine is naturally 

present, this approach has proved very 
successful (15). Figure 7 shows an ex- 
ample in which the distribution of sero- 
tonin within human blood platelets has 
been mapped by using a 4-fluoro analog 
of serotonin (26). The images taken be- 
low and above the fluorine K edge show 
clearly the contrast due to the presence 
of fluorine and hence reveal the location 
of the serotonin within the platelet (27). 
Techniques of this kind have been ap- 
plied to study the distribution of other 
groups such as cholesterol and glucose, 
and recent experiments have shown that 
as little as 10 percent fluorine by weight 
is needed to provide adequate mapping. 

Threshold Fine Structure: 

Electronic and Chemical-State Effects 

The profile of an edge reflects not only 
transitions of inner-shell electrons to 
high-energy states in the continuum but 
also discrete transitions to unoccupied 
states just above the Fermi level. There- 
fore in a narrow energy range (10 to 15 
eV) above the threshold energy of the 
edge, structure can be resolved. This 
threshold (or preionization) fine struc- 
ture represents, in part, the energy and 
momentum dependence of the density of 
unoccupied states characteristic of con- 
densed atoms (that is, the band structure 
of the solid), although in an energy-loss 
experiment the result is actually a con- 
volution of the initial and final densities 
of states. If the initial state is relatively 
simple, as is the case for K and L shells 
of light elements, then the observed 
threshold structure can be attributed pre- 
dominantly to available unoccupied 
states in the neighborhood of a specific 
atom (28-36). 

In the language of the chemist, these 
transitions are to low-lying bonding and 
antibonding orbitals. The interpretation 
of their rT and ro character, in general, 
has been based on either molecular orbi- 
tal (28, 36) or band structure (31-33) cal- 
culations. Recent experiments (35, 37) 
have indicated that valuable information 
about the final-state character can be ob- 
tained by studying the momentum de- 
pendence of the threshold fine structure. 
This has been verified for the cause of 
hexagonal boron nitride (38), where it 
has been shown that the momentum de- 
pendence of the boron K threshold struc- 
ture, from crystals with their c axes tilted 
45? to the incident beam, leads to an 
unambiguous experimental determina- 
tion of the is -- rr* and or* antibonding 
character and energy dependence of the 
final states. These results are similar 
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to those obtained with polarized electro- 
magnetic radiation (39) and are the first 
demonstration that a study of this type 
can be carried out with fast electrons and 
a microscope. 

Since the bonding of the valence elec- 
trons in the solid will produce a small 
change in the local atomic potential, the 
binding energies of the inner-shell elec- 
trons will be altered. This effect is the so- 
called chemical shift, which was first in- 
troduced by Pauling in the 1930's and is 
well known in photoelectron spectrosco- 
py, where shifts of as much as 5 eV in the 
binding energy have been reported (40). 
Therefore, both the chemical shift (re- 
flecting the initial density of states) and 
the band structure (representing the final 
density of states) can be utilized to ob- 
tain information on the localized chem- 
ical state (28, 29, 34, 36). To illustrate 
this point we cite experiments by Ritsko 
et al. (34), who studied the threshold fine 
structure of three edges from the one-di- 
mensional organic metal TTF-TCNQ, 
namely the sulfur L23 edge, which is lo- 
calized in the TTF molecule, the nitro- 
gen K edge, which is localized in the 
TCNQ molecule, and the carbon K edge, 
which is common to both. Comparison 
of the observed energy dependence of 
the threshold fine structure with calcu- 
lated energy levels led the authors to 
conclude that charge transfer between 
the two molecules was complete (that is, 
TTF+ and TCNQ- were present); there 
was no evidence for the presence of neu- 
tral molecules, which had been predicted 
from photoemission experiments (41). 
Although this scattering experiment was 
not done in an electron microscope, the 
result is important in relation to both 

techniques and materials, because the 

structure of TTF-TCNQ consists of two 
distinct one-dimensional arrays of donor 
and acceptor molecules with conduction 
bands of similar width, and it had not 
been possible to differentiate between 
the two conducting paths by other tech- 
niques. 

Lastly, we note that threshold "anom- 
alies" due to the collective response of 
the free-electron gas to the sudden crea- 
tion of an inner-shell "hole" have been 
observed (37). The result is a sharpening 
or rounding of the threshold profile, but 
the detection of these many-body effects 
requires an energy resolution of 0.1 eV 
or better, and so in the context of spec- 
troscopy in an electron microscope they 
usually will not be resolved. 

The application of threshold fine- 
structure effects to materials diagnostics 
on a micrometer or submicrometer scale 
is still in its infancy. Nevertheless, there 
is sufficient evidence from electron mi- 
croscopy studies (spatial resolution, 10 
nm to 1 ,m) (28, 29, 31, 38), as well as 
from inelastic electron spectroscopy in 
so-called electron scattering chambers 
(spatial resolution, - 200 g/m) (35, 36) 
and x-ray absorption studies with syn- 
chrotron radiation (spatial resolution, 
- 1 mm) (42), to indicate that systematic 

model experiments involving the same 
atom in different structural or bonding 
conditions will result in "fingerprints" 
that can be used for submicrometer anal- 

yses of the structural and chemical state 
of unknowns. The new generation of 
commercial microscope systems, com- 
bining electron spectrometers of suf- 
ficient resolution to observe these effects 
(1 eV or better) with high-brightness 
electron sources, should enable this 

promise to be fulfilled. 

Extended Fine Structure: 

Local Atomic Environment 

A continuum of transitions to free- 
electron-like states occurs for energy 
losses E greater than about 20 eV above 
the onset of an edge and this continuum 
extends over hundreds of electron volts. 
The ejected photoelectrons have a kinet- 
ic energy E - EB, where EB is the inner- 
shell binding energy, and are therefore 
characterized by a wavelenth X = 1.226/ 
(E - EB)1/2 nm, which is typically 0.1 
nm. Although these electrons experience 
elastic interactions with neighboring 
atoms, inelastic processes limit their 
mean free path to typically 0.5 to 1 nm, 
so that they travel only a few interatomic 
distances. Clearly these electrons only 
explore the local environment of a spe- 
cific (ionized) atom, and the results of 
this are revealed through extended in- 
tensity oscillations which ride on top of 
the continuum energy losses. 

This extended electron loss fine struc- 
ture (EXELFS) (30, 35, 43, 44) is equiva- 
lent to extended x-ray absorption fine 
structure (EXAFS), which was first iden- 
tified in a series of papers by Kronig in 
the 1930's (45). As a result of consid- 
erable theoretical and experimental work 
over the last 6 years, the interpretation 
of EXAFS and the data analysis methods 
leading to quantitative results are quite 
well developed (46). The extended oscil- 
lations are a final-state interference ef- 
fect between the electron wave from the 
ionized atom and the diffracted waves 
from neighboring atoms. These waves 
can interfere either constructively or de- 
structively, depending on the total phase 
shift between waves, and this produces 
maxima and minima on top of the contin- 

Fig. 5 (left). Portion of the spectrum from a thin crystal of boron nitride supported on a carbon substrate. The spectrum was obtained in 50 
seconds from a volume of about 10-17 cm3 (containing about 105 atoms) in a standard electron microscope. The K edges from boron (188 eV), 
carbon (284 eV), and nitrogen (402 eV) are visible. Fig. 6 (right). Part of the spectrum from fluorodopamine in freeze-substituted synapto- 
somes (16), showing edges from calcium, nitrogen, osmium, oxygen, and fluorine on the tail of the carbon K edge. The number of different edges 
and the thickness of the sample alter the edge shapes and result in poor visibility. 
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uum energy-loss spectrum. The ampli- 
tude of these oscillations depends on the 
number Nj and type of atoms in each 
neighboring shell, thermal and static dis- 
order, and the mean free path of the 
ejected electron. The frequency of the 
oscillations is determined by the inter- 
atomic distances Rj and the wavelength 
of the ejected electron (that is, the ener- 
gy loss) and is modified by the total 
phase shift. 

The experiment is designed to eval- 
uate Rj and Nj. In the general case, this is 
a difficult task because of the number of 
variables involved and the correlations 
between these variables (46). Curve-fit- 
ting techniques are used to extract the 
oscillations, and a Fourier transform of 
these oscillations then results in a radial 
distribution function for a specific atom. 
This function isolates the contribution 
from each shell, and it peaks, depending 
on the effect of the phase shift, at ap- 
proximately the atomic positions (typi- 
cally within + 0.01 nm). The Fourier 
amplitudes fall away as llRjf so that, in 
general, the near neighbors make the 
dominant contribution. Lastly, the areas 
under the peaks are, to a first approxima- 
tion, proportional to NjIRl2 and therefore 
relative values of Nj can be estimated di- 
rectly from the transformed data. In the 
case of x-ray absorption spectra, near- 
est-neighbor distances have been deter- 
mined with an accuracy of +0.001 nm, 
but this degree of accuracy requires that 
the phase shifts be evaluated from either 
a suitable standard (46) or theory (47). 
The structural arrangements of a wide 
variety of materials have been investi- 
gated successfully through EXAFS and 
as few as 1013 atoms characterized with a 
spatial resolution of several millimeters. 

The first explicit demonstration of 
EXELFS in the context of an electron 
microscope was reported in 1976 by 
Leapman and Cosslet (44), who com- 
pared the extended fine structure above 
the aluminum K edge from pure Al and 
A1203 and found that the estimated near- 
est-neighbor distances were in agree- 
ment with the x-ray data to within 
+ 0.01 nm. In these experiments the spa- 
tial resolution was about 0.5 micrometer, 
raising the possibility of micrometer and 
submicrometer EXELFS studies. The 
first fully quantitative analysis of 
EXELFS was reported by Kincaid et al. 
(35), who studied the carbon K edge in 
graphite. The first three shells were well 
resolved, and by using theoretical phase 
shifts for carbon it was possible to deter- 
mine the nearest-neighbor distances to 
an accuracy of + 0.002 nm. In this case 
the experiments were performed in an 
12 OCTOBER 1979 

electron scattering chamber (48) so that 
the spatial resolution was - 250 Axm. 
Most recently EXELFS has been identi- 
fied and quantitatively analyzed from as 
few as 104 atoms of carbon in graphite 
(49). These data were obtained in a scan- 
ning transmission microscope with a 
cold field-emmission gun, a probe diame- 
ter in the range 1.5 to 10 nm, and collec- 
tion times as short as 4 minutes. This 
probably represents the lower limit to 
what can be achieved in this area since, 
even with the high brightness of the field- 
emission gun, the counting statistics are 
barely adequate to allow the low-level (5 
percent) EXELFS modulations to be 
studied at a high enough signal-to-noise 
ratio. 

In the near future, extended fine-struc- 
ture measurements at the micrometer 
level should become routine in materials 
characterization with the electron micro- 
scope. Because the EXELFS modula- 
tions for near-neighbor shells are sepa- 
rated by tens of electron volts, they can 
readily be resolved by simple spectrome- 
ters of the kind most easily fitted to a mi- 
croscope, and in fact the best signal-to- 
noise ratio will be obtained for resolu- 
tions of the order of several electron 
volts. It may thus be possible to conduct 
spatially resolved EXELFS experiments 
for the important elements from lithium 
to silicon whose K edges are not readily 
accessible by synchrotron-stimulated 
EXAFS. 

Concluding Remarks 

The potentials of inner-shell electron 
spectroscopy in the context of a scan- 
ning transmission electron microscope 
should be clear from this review article. 
If an incident probe of 10 nm is used and 
a typical specimen thickness is 50 nm, 
then the volume analyzed is of order 
10-l7 cm3, which usually corresponds to 
105 to 106 atoms. The result is therefore a 
micro-area analytical technique for prob- 
ing the chemical, electronic, and struc- 
tural state of a particular element (atom) 
in an environment of many elements 
(atoms). Because an image can be 
formed, the spectral data are related di- 
rectly to the ultrastructure of the speci- 
men and this combination is a powerful 
tool for materials characterization and 
diagnostics. 

There has been considerable activity 
in this field over the past several years 
and significant number of fundamental 
studies of the physics of inner-shell ex- 
citations have been reported. The avail- 
ability of commerical electron micro- 
scopes that are fitted with an electron 
spectrometer, whose output is recorded 
into and processed directly in a multi- 
channel analyzer interfaced to a small 
computer, will certainly stimulate activi- 
ty in a broad range of scientific and tech- 
nological research areas. Of particular 
interest in this regard is the possibility of 
conducting in situ experiments where lo- 

Fig. 7. Mapping with a fluorine tracer. (A) Elastically filtered image of a whole human blood 
platelet incubated with 4-fluoroserotonin (27). The enclosed area is shown at higher magnifica- 
tion in (B) and (C), which were recorded just below and just above the fluorine K edge (685 eV), 
respectively. Features of the type labeled m show similar contrast in both images and are due to 
mass-thickness effects. Features labeledf reverse in contrast on passing through the edge; they 
are due to the presence of fluorine and hence show the location of the serotonin. Comparison 
with (A) shows that the fluorine-rich areas are correlated with some of the electron-dense areas 
in the elastic image. 
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cal chemical, electronic, and structural 
changes are monitored in situ as a func- 
tion of imposed environmental condi- 
tions. These types of studies may well be 
the trend in the distant future; however, 
in the near future it is anticipated that the 
bulk of the studies will be on model sys- 
tems in order that the full potential of 
quantification can be assessed. 
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to be of better quality than the optics un- 
der test. Now it is almost a routine mat- 
ter to calibrate the quality of accessory 
optics and subtract the test errors in the 
data analysis of the test result. 

This article first describes classical op- 
tical testing techniques, and then the 
basic interferometric testing techniques, 
with emphasis on laser techniques. New 
techniques made possible by the use of 
computers and microprocessors are also 
described. 
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Today, with the introduction of more bulence, and the results can be averaged 
powerful minicomputers and micropro- to reduce the effects of turbulence. 
cessors, vast improvements are being Computers are also beginning to play 
made in both the quality of optical test- an important role in reducing the quality 
ing and the cost. Formerly, large vacuum of accessory optics used in an optical 
tanks were required to test large optics test. Formerly, all accessory optics had 
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Testing Techniques 

Three noninterferometric testing tech- 
niques are the Foucault knife-edge test, 
the Ronchi test, and the Hartmann test. 
Before looking at these tests, let us look 
at what an optical test should measure. 

Ideally, light coming from a single ob- 
ject point should, after reflection off a 
mirror or transmission through a lens, be 
focused to a perfect point. However, be- 
cause light travels as a wave, it never 
comes to a perfect point focus, but rather 
is spread over some area. This spread is 
known as the point image irradiance dis- 
tribution. For a perfectly designed and 
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