
not. Besides its possible participation in 
ocular entrainment by light, serotonin 
may be involved in mediating phase- 
shifting in two other ways: extraocular 
entrainment of the eye by red light (3) 
and mutual coupling of the circadian 
pacemakers in the two eyes (4). The pres- 
ence of efferent optic nerve fibers (2, 19) 
and the large amount of serotonin in the 
optic nerve are consistent with the possi- 
bility of an extraocular source of the in- 
formation on phase-shifting. 
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The delivery of increasingly sophisti- 
cated forms of medical care requires the 
availability of a wide range of medical 
specialists together with an array of diag- 
nostic facilities and therapeutic equip- 
ment operated by skilled personnel. 
Since the costs in terms of personnel, 
equipment, and facilities to provide such 
care are increasing, issues of cost con- 
tainment in health care have a high prior- 
ity within the federal government. 

The federal government has proposed 
health planning regulations (1) in an ef- 
fort to contain such increasing costs. 
Many of these proposed regulations deal 
with major items of medical equipment, 
such as computerized tomograph (CT) 
scanners. Many of the proposed regula- 
tions contain specific fixed numerical 
guidelines that are apparently based on 
"common sense" rather than appli- 
cations of the techniques of operations 
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research. For example, for CT scanners, 
the Department of Health, Education, 
and Welfare (HEW) would like to see a 
scanner schedule at least 2500 patients or 
more per year (that is, 45 minutes per pa- 
tient for 71/2 hours per day for 250 days 
per year) (1). And HEW would like to 
see a machine load of 4000 patients per 
year before a second one could be in- 
stalled (1). 

As operations researchers and man- 
agement scientists know, such common- 
sense approaches can produce far from 
optimum results. Furthermore, because 
formal methodologies and quantitative 
techniques have not yet been presented 
in conjunction with these numerical 
guidelines, there is no mechanism to ad- 
just the numerical values (even if correct 
initially) to changing conditions and cir- 
cumstances. This is especially unfortu- 
nate in high-technology areas in which 
local variations in patterns of utilization 
and rapid fluctuations in the cost of 
equipment and labor are the rule rather 
than the exception. 

We have used operations research 
methods to show that the specific numer- 
ical guidelines in regulating major medi- 
cal instrumentation can neither minimize 
the cost per patient nor engender cost- 
effective decisions. Two illustrations will 
be given. The first examines a guideline 
that assumes the cost per patient will be 
minimized if the number of patients per 
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shift is that computed for completely full 
utilization. However, we show that the 
optimum number of patients for mini- 
mum cost per patient can be substan- 
tially less than this number. This occurs 
primarily because of variations in patient 
load factors. 

The second illustration examines a 
guideline that assumes that a specific uti- 
lization rate for a piece of medical equip- 
ment must be achieved before the pur- 
chase of a second unit is justified. We 
carry out a generalized quantitative anal- 
ysis showing that the specification of a 
fixed utilization rate is rarely an opti- 
mum, but that the optimum crossover 
point can be calculated on the basis of 
the local situation and costs within the 
hospital in question. The two analyses 
presented exemplify considerations ap- 
plicable to many health operations re- 
search problems involving cost contain- 
ment. 

We do not attempt to provide a com- 
prehensive treatment of the myriad eco- 
nomic issues involved in the regulation 
of medical technology. Rather, we do at- 
tempt to show that the variable rates of 
utilization of medical technology that 
typify the hospital and outpatient envi- 
ronments must be considered when com- 
puting the least costly way to acquire 
and operate such equipment. 

Most contemporary analyses of medi- 
cal costs (2-4) have utilized concepts 
from economic theory and statistics to 
locate optimal utilization rates, and 
"break-even" points for the acquisition 
of new equipment. Among the most fre- 
quently used concepts (5, 6) are unit-cost 
curves showing trends in marginal costs, 
average variable costs, and average fixed 
costs as a function of the utilization rate. 
All of these analysts have emphasized 
that such analyses must be based on ac- 
tual capital and operating costs at the 
specific site of interest. In particular, the 
marginal cost curve should intersect the 
average cost curve at the patient load 
where average costs are a minimum (7). 

Figure 1 illustrates marginal cost (M) 
and average cost (A) curves for the gov- 
ernment's assumption that the equip- 
ment will be completely utilized on the 
regular shift before it is utilized at all dur- 
ing overtime hours. Marginal costs re- 
main constant as the number of patients 
increases to the number computed for 
completely full utilization (2500 patients 
per year). At this point, marginal costs 
jump as a step function to the overtime 
rate of operation. In this illustration the 
average cost curve intersects the margin- 
al cost curve when the patient load is ex- 
actly 2500 per year. 

However, in a realistic situation, the 
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patient load varies from day to day (8). 
This necessitates overtime operation on 
some days and first-shift idle time on oth- 
er days. Also, industrial-management re- 
ports (9) indicate that a given work force 
will lose about 10 percent of its man- 
hours because of extended sick leave, 
military and emergency leave, and gen- 
eral absenteeism. This necessitates com- 
pensatory overtime operation, and the 
time lost to equipment failure during the 
first shift further necessitates compen- 
satory overtime operation. 

A typical hospital "occupancy chart" 
(Fig. 2) not only applies to hospital beds 
utilized but also typifies load factors for 
major medical equipment. If the average 
number of patients (P) is equal to the 
maximum that could be scheduled during 
the first shift, then the equipment will 
have to be used at the higher overtime 
rate during peak loads. If the average 
number of patients is reduced, there will 
be less overtime but more idle time. If 
this incremental cost per patient for 
overtime is greater than the incremental 
cost per patient for the idle time, then the 
minimum cost per patient will be lowest 
at some reduction, 6, of the number of 
patients from P to P - 8. 

The annual average cost A(6) of oper- 
ating the equipment when the number of 
patients is P - 6, including all overtime 
payments and other costs of extended 
operation, is 

where F is the fixed costs of continued 
possession (such as capital deprecia- 
tion), Md is the marginal cost on the reg- 
ular shift (such as supplies, wages, and 
benefits), Me is the marginal cost during 
overtime hours (such as overtime pay 
and other overtime services), P is the 
number of patients at the maximum ca- 
pacity of the equipment if used continu- 
ously during one shift per year, Pe is the 
number of patients that must be scanned 
on overtime if P patients are to be 
scanned during 1 year (because of the 
daily variation in patient load), 6 is the 
reduction in the total number of patients 
from P (that is, the variable used for min- 
imizing A), andf () is the fraction of pa- 
tients 6 that are scanned during over- 
time. 

It can be shown that a reasonable 
functional form for f (8) is 

f(6) = 1 - K8 (2) 

A discussion of the components of the 
proportionality factor K is given in (10). 

In order to find the value of 6 for which 
the average cost is a minimum, we take 
the first derivative and set it equal to ze- 
ro: 

dA/d8 = 0 (3) 

whence we find that 

= 

P - p2 _ P -Pe + 
F 

(4) 
\K (Me - Md) 

A key variable in this analysis is the 
percentage of costs that are fixed as com- 
pared to the percentage of costs that 
vary with the number of patients. This 
analysis assumes that some personnel 
costs are variable since personnel can be 
assigned to other tasks if the equipment 
is not in use and some personnel (such as 
physicians) charge on a fee-for-service 
basis. Let us assume that 

F = D x Md(P - Pe) (5) 

that is, that the fixed cost can be comput- 
ed as some constant fraction D of the 
variable costs during the regular shift 
when the number of patients for whom 
the equipment is used during the regular 
shift is equal to P - Pe. Let us also as- 
sume that the marginal cost of overtime 
operation can be represented as a mul- 
tiple E of the marginal cost of regular op- 
eration (as related to the "overtime" pay 
rate): 

Me = E(Md) (6) 

A(8) =F + Md{P -Pe[l - 
f()]8} + Me{Pe - 

f(8)8} (1) 
P-S 
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If we assume that D < (E - 1), and 
substitute Eqs. 5 and 6 into Eq. 4, then it 
can be shown that the cost per patient is 
a minimum when 

8 = P P2 - 
P E-1 D 

( ,7 
to 

(7) 8 

Equation 7 shows the role of the fac- 
tors D, E, and Pe in calculating the num- 
ber of patients for which the average cost 
is a minimum, where Fig. 2 characterizes 
the pattern of variation in load factors for 
the operation of a typical hospital or out- 
patient site. For example, if D = 0.2, 
E = 2, P = 2500, Pe = 500, and K = 
0.000711, then 

8 = 2500 - 6,250,000 - 2,250,000 = 

2500 - 2000 = 500 

and the optimum patient load is 2500 - 
500 = 2000. 

We have run a computer simulation 
based on the sample of actual hospital 
occupancy data shown in Fig. 2. The re- 
sults are given in Fig. 3, in which the 
marginal cost and average cost curves 
are shown as a function of the number of 
patients who utilize the equipment per 
year, based on D = 0.2 and E = 2. The 
value of 2500 is assumed for the patient 
capacity of the instrument operated con- 
tinuously during one shift. The minimum 
average cost occurs near a patient load 
of 2100 (Fig. 3). The marginal cost curve 
intersects the average cost curve at the 
minimum average cost. A comparison of 
Fig. 3 with Fig. 1 shows graphically that, 
when variable patient load factors are 
considered, the minimum cost per pa- 
tient occurs at a lower patient load than 
that computed by the government. 

In order to decide when to purchase or 
lease a second piece of equipment, a 
technique must be devised to calculate 
the average cost as a function of the 
number of patients for both the single 
and dual equipment configurations. 
Griffith (2) and Boer (3) note that the 
marginal cost of additional service ca- 
pacity will be lower than the cost of 
equivalent technical capacity expansion 
whenever the overtime and shift dif- 
ferential payments and other costs of ex- 
tended operation are less than the equiv- 
alent annual cost of the new equipment. 
Capital costs can be equated to annual 
expenses by finding the equivalent dis- 
counted value of the investment (11). 

In the case of the single piece of equip- 
ment, the required overtime increases 
with the patient load, and in the region of 
interest the average cost increases con- 
currently. In the two-machine case, the 
costs are greater initially because of the 
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Fig. 4. Comparison of cost per patient: one 
scanner compared to two scanners. 

higher fixed costs but come down with 
increasing patient load because there are 
two regular shifts to fill before any over- 
time is required. Hence, the intersection 
of these two curves gives the desired pa- 
tient load above which a second machine 
is cost-effective. 

The average cost for two machines is 

given by 

A 2F + (Md)P A2 = (8) P 

and the average cost for one machine is 

F + (Md)Po 
+ 

(Me)(P - Po) (9) P 

where P is the number of patients that 
can be seen during regular time and 
(P - P0) is the number of patients which 
must be seen during overtime. 

If we equate A1 and A2, and solve for P 
in terms of D and E, we obtain 

P* = Poll + ED | (10) 

where P* is the patient load at the de- 
sired crossover point or the patient load 
at which a second machine becomes 
cost-effective. 

We have run a computer simulation to 
find the optimal crossover point when 
the pattern of utilization is that shown in 
Fig. 2, the overtime cost, Me, is twice 
Md, and the fixed costs are equal to one- 
fifth of the total costs per shift excluding 
fixed costs. Figure 4 shows the average 
cost curves for the cases of one unit and 
two units of equipment, with P = 0.2, 
E = 2.0, and P = 2500. It can be seen 
that the optimal crossover point is about 
2800. Above this crossover point, the 
two-unit configuration is more cost-ef- 
fective. In this example, the govern- 
ment's suggested patient load of 4000 pa- 
tients per year is not the most cost-ef- 
fective crossover point for acquiring and 
operating the second piece of equipment. 

The results shown here apply to the 
cases for which D (the ratio of fixed costs 

to variable costs during the first full shift 
of operation) is less than E- 1 (the 
overtime cost rate minus one). If we as- 
sume that E is equal to two (double 
time), then 0 < D < 1. 

In contrast, the ratio D will be greater 
than E - 1 for situations in which the an- 
nual equivalent cost of capital equipment 
is greater than the annual total variable 
cost. Other situations in which D is large 
include those that require personnel so 
specialized that they cannot be used for 
other billable purposes when the ma- 
chine is not in operation. In these situa- 
tions, normal personnel costs must be 
considered fixed since they do not vary 
with the number of patients treated dur- 
ing the regular shift. 

If D > (E - 1), then idle time be- 
comes at least as costly as overtime. 
Hence, the average cost will not reach a 
minimum at a patient load below the ca- 
pacity of the equipment used continu- 
ously for one shift. Also, the average 
cost of operating two machines during 
the regular shift will always be equal to 
or greater than the average cost of oper- 
ating a single machine during overtime 
hours. Hence, the crossover point will 
not occur at any patient load below the 
point at which it becomes necessary to 
operate both machines during overtime 
hours. 

We have shown that simple operations 
research indicates that it is impossible to 
provide for all user-specific numerical 
values under which the cost per patient 
of medical technology will be minimized 
or at which the installation of a second 
piece of equipment will be cost-effective. 
As an alternative, quantitative proce- 
dures to assist in computing these opti- 
mal conditions as a function of site-spe- 
cific parameters are presented and il- 
lustrated with computer simulations. 
Among these site-specific parameters are 
the "occupancy chart," describing vari- 
ations in patterns of utilization, the pro- 
portion of regular time costs that are 
fixed and variable, and the overtime cost 
rate. The model presented does not, in 
itself, permit the calculation of the least 
costly way to acquire and operate medi- 
cal technology. Rather, it illustrates the 
manner in which variable rates of utiliza- 
tion must be considered in such a calcu- 
lation. 

Federal guidelines for health planning 
regarding new medical technologies 
should not attempt to provide in advance 
specific numerical values for optimal op- 
erating conditions. Rather, they should 
provide analytical tools so that local 
health-planning agencies can calculate 
optimal and desirable operating condi- 
tions for facilities and equipment within 
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their planning jurisdictions. These calcu- 
lations can be updated periodically to ac- 
count for shifts in labor costs, equipment 
costs, and patterns of utilization. 

R. S. LEDLEY 
T. R. THIAGARAJAN, T. P. LANDAU 

Department of Physiology and 
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Section, Georgetown University Medical 
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Homosporous ferns are characterized 
by a life cycle that includes independent 
diploid and haploid phases. The haploid 
phase is represented by hermaphroditic 
gametophytes that produce both male 
and female gametes by mitotic divisions. 
Self-fertilization of an individual game- 
tophyte can occur when both types of 
gametes are produced simultaneously. 
Because only mitotic divisions are in- 

volved, all gametes produced by an in- 
dividual gametophyte have identical 
genotypes, and self-fertilization should 
result in the formation of completely 
homozygous diploid sporophytes in one 
generation of selfing. At the diploid lev- 
el, this system appears maladaptive in 
that no variability, aside from mutation, 
can be stored or released by the genetic 
system of a sporophyte once selfing has 
occurred (1). It has been proposed, how- 
ever, that homosporous ferns possess a 
polyploid genetic system in which ge- 
netic variability can be stored and re- 
leased in spite of selfing (2). Within such 
a system heterozygosity is maintained 
within duplicated loci that are located on 
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the cost of acquisition, or "sunk" cost, is not 
considered as a fixed cost. Average costs are 
computed as the sum of the cost of continued 
possession of the equipment (fixed costs) and di- 
rect operating costs (variable costs). In the re- 
gion of interest, regular and overtime variable 
costs are assumed to be linear functions of the 
patient load. Since the marginal costs of regular 
and overtime operation are computed as the de- 
rivatives of the respective variable costs, they 
are assumed to be constant in the region of inter- 
est. 

8. J. S. Balintfy, Proc. Inst. Manag. Sci. 6th Int. 
Meet. 2, 288 (1960). 

9. 0. Galbraith III and J. H. Morse, Manage. Ac- 
counting 54, 42 (1972). 

10. If a simplified "occupancy chart" is represented 
as a straight line with slope m and time period x 
then it can be shown that the proportionality 
constant K = 1/(2x2m). In reality, an occupancy 
chart can be described as a sequence of such 
straight lines. The computer simulations de- 
scribed in this report (see Figs. 3 and 4) are 
based directly on the "occupancy chart" shown 
in Fig. 2. No simplifying assumptions con- 
cerning the occupancy chart were made in the 
computations. 

11. When considering the decision to acquire a sec- 
ond machine, costs of acquisition as well as 
costs of continued possession must be consid- 
ered in the decision. Hence, in this analysis 
fixed costs (F) include both the cost of acquisi- 
tion and the cost of continued possession of the 
machine. 
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homoeologous (similar but not fully ho- 
mologous) chromosomes. In addition, 
although meiotic pairing occurs prefer- 
entially between homologous chromo- 
somes and does not result in segregation, 
the stored genetic variability is occasion- 
ally released when homoeologous pair- 
ing and subsequent segregation occur 
during meiosis (2, 3). 

Evidence for this type of system in 
ferns has been primarily cytological (4- 
6). However, a study of the genus Cera- 
topteris has provided genetic evidence 
showing that a duplicated locus and seg- 
regation through homoeologous pairing 
occurs within a polyploid inbred homo- 
sporous fern (3). In this study, a model 
was formulated showing that the fre- 
quency of homoeologous pairing within a 
duplex heterozygote tetraploid sporo- 
phyte (for example, AAaa) could be de- 
termined by multiplying the frequency 
of double recessives (aa) segregating in 
the gametophyte generation by a factor 
of 4 (7). An additional and expanded 
study of this behavior, which demon- 
strates the presence of homoeologous 

homoeologous (similar but not fully ho- 
mologous) chromosomes. In addition, 
although meiotic pairing occurs prefer- 
entially between homologous chromo- 
somes and does not result in segregation, 
the stored genetic variability is occasion- 
ally released when homoeologous pair- 
ing and subsequent segregation occur 
during meiosis (2, 3). 

Evidence for this type of system in 
ferns has been primarily cytological (4- 
6). However, a study of the genus Cera- 
topteris has provided genetic evidence 
showing that a duplicated locus and seg- 
regation through homoeologous pairing 
occurs within a polyploid inbred homo- 
sporous fern (3). In this study, a model 
was formulated showing that the fre- 
quency of homoeologous pairing within a 
duplex heterozygote tetraploid sporo- 
phyte (for example, AAaa) could be de- 
termined by multiplying the frequency 
of double recessives (aa) segregating in 
the gametophyte generation by a factor 
of 4 (7). An additional and expanded 
study of this behavior, which demon- 
strates the presence of homoeologous 

0036-8075/78/1201-0982$00.50/0 Copyright ? 1978 AAAS 0036-8075/78/1201-0982$00.50/0 Copyright ? 1978 AAAS 

pairing involving an identical duplicated 
locus in two inbred lines of the fern 
Ceratopteris thalictroides, is reported 
here. In addition, the study shows that in 
an intraspecific F, hybrid involving the 
two inbred lines the levels of homoe- 
ologous pairing and segregation are 
greatly increased. 

Two inbred lines, 230Xn and 2051, of 
tetraploid C. thalictroides (2n = 154) 
were used (8). Both stocks were pro- 
duced by selfing isolated gametophytes 
that were obtained from the original 
spore collections. Although the resulting 
sporophytes were complete homo- 
zygotes in a diploid sense, each inbred 
line segregated for pale green game- 
tophyte mutants at low frequencies 
(Table 1 and Fig. 1). The pale mutant 
gametophytes were phenotypically iden- 
tical in both lines. They grew very slow- 
ly, and frequently died under standard 
culture conditions on mineral nutrient 
medium. Pale gametophytes that reached 
sexual maturity on mineral nutrient 
medium produced pale sporophytes when 
selfed, but the pale sporophytes could 
not be grown to maturity. 

The observed segregation in the game- 
tophyte generation can be explained by 
assuming that the sporophytes were 
duplex heterozygotes (AAaa) for a locus 
affecting gametophyte pigmentation and 
that homoeologous pairing released the 
variability stored within the duplicated 
locus. Thus, according to the model (3), 
homozygous (AA) and heterozygous 
(Aa) green gametophytes and homo- 
zygous (aa) pale gametophytes were 
present in the gametophyte generations 
(Fig. 1). The segregation frequencies of 
the double recessive mutants, 1.57 per- 
cent for 230Xn and 0.67 percent for 2051, 
indicate levels of homoeologous pairing 
of 6.28 and 2.68 percent, respectively. 
Homozygous green gametophytes (AA) 
were presumably present at the same 
low frequencies, but they were pheno- 
typically indistinguishable from the het- 
erozygous green types. 

In addition to segregating for the pale 
gametophyte mutant, line 230Xn also 
segregated for a previously reported 
gametophyte mutant that produced non- 
motile spermatozoids (4). Gametophytes 
with nonmotile spermatozoids could not 
self, although they possessed functional 
archegonia with viable eggs. Intra- 
specific crosses between the two inbred 
lines were obtained by using swimming 
spermatozoids from green gametophytes 
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230Xn line. The resulting intraspecific F, 
hybrids were morphologically indis- 
tinguishable from the parents, but, be- 
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Homoeologous Chromosome Pairing: Frequency Differences in 

Inbred and Intraspecific Hybrid Polyploid Ferns 

Abstract. The homosporous fern Ceratopteris thalictroides (Parkeriaceae) has 
evolved a polyploid genetic system that serves to store and release genetic variability 
in spite of self-fertilization and Mendelian homozygosity. This is demonstrated by the 

segregation of a gametophyte mutant within two inbred tetraploid lines and in their 

intraspecific hybrid. The segregation behavior can be explained by a model involving 
a duplicated locus and regular homoeologous chromosome pairing. Homoeologous 
pairing occurs at low levels in the inbred lines and at a high level in the hybrid, 
indicating intraspecific differences in chromosome pairing affinities. 
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