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Carbon-14 Dating: A Comparison of Beta and Ion Counting 

Abstract. Accelerator ion counting compares favorably with conventional beta 
counting. The major advantage of ion counting is that milligram samples can be 
analyzed. When sample size is not limiting, ion counting complements beta counting 
for the more routine carbon-14 determinations. Further development is needed be- 
fore ion counting can achieve the same high precision as beta counting for large 
samples (?+ 2 per mil). A solution to the background variability has to be found be- 
fore ion counting can be used to date samples back to the 75,000-year limit of beta 
counting. 

Much information has been gained 
from 14C research since the first mea- 
surements of natural 14C activities were 
made in 1946 (1). Carbon-14 activities 
are now measured in more than 100 labo- 
ratories (2), and few other techniques de- 
veloped since World War II have con- 
tributed to such a wide variety of aca- 
demic disciplines. Any improvement in 
technique, such as the recently devel- 
oped mass separation method (3-5), is of 
major importance for research in many 
fields. If the isotopic species under con- 
sideration is sufficiently abundant, mass 
separation is preferable to radioactive 
decay counting. For instance, routine 
mass spectrometer determinations of 
13C/12C ratios can be made with a preci- 
sion of at least + 0.02 per mil. Decay 
counting cannot match this precision for 
radioactive materials. 

The major obstacle in applying mass 
separation to 14C dating has been low 14C 
content. A sample formed in equilibrium 
with atmospheric CO2 during the 19th 
century contains only 1.4 x 10-12 g of 
14C per gram of carbon, compared to 0.01 
and 0.99 g, respectively, of the stable 
isotopes '3C and 12C. For a sample 57,000 
years old, the quantity of 14C is 1000 
times less, or 1.4 x 10-' g. When one is 
separating according to mass, these mi- 
nute quantities of 14C have to be distin- 
guished from the much more abundant 
14N or, in the case of 14CO2, from 
12C60180. The 14C also should not over- 
lap 12C or 13C, which are at least 1012 and 
1010 times more abundant, respectively. 

These separation problems were final- 
ly surmounted by using negative ion 
techniques and nuclear accelerators (3- 
5). With the new Van de Graaff mass 
separation technique, ions are produced 
from the sample in an ion source, accel- 
erated, and subsequently detected. The 
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14N problem is solved by using negative 
source ions, since metastable negative 
nitrogen ions are so fragile that they do 
not survive acceleration in the Van de 
Graaff tandem accelerator (6). Molecular 
fragments of mass 14 are broken down to 
single atoms in a stripper foil, where neg- 
ative 14C ions lose outer electrons and 
are further accelerated as 14C3+ ions. 
Magnetic separation of the nuclear ions 
is used together with ion acceleration to 
high energies so that high-resolution dis- 
crimination of energy versus energy loss 
can be used in the detector, where the 
14C ions are counted. Cyclotron tech- 
niques have also been applied. Further 
technical details are given in the original 
articles (3-8). The mass separation meth- 
od can be characterized as ion counting, 
the conventional technique as beta 
counting. An advantage of beta counting 
is the use of simple experimental devices 
such as proportional counters or scintil- 
lation detectors. All 14C measurements 
were made in this manner between 1946 
and 1977. Thus 14C was detected in- 
directly by counting the number of elec- 
trons emitted during the disintegration of 
the 14C atoms. 

Beta counting, however, has a serious 
drawback because the rate of 14C dis- 
integration is very low. Each day the 
fraction of 14C decaying equals only 
3.3 x 10-7 of the amount of 14C present. 
After a full 3 days of counting only one 
millionth of the amount of 14C present in 
the counter is actually counted. The 
amount of 14C that can potentially be 
used for ion counting is 106 times larger 
than the amount of 14C actually detected 
through beta decay. 

Several aspects have to be considered 
when comparing ion and beta counting. 
They include sample size, the accuracy 
to be obtained, the economics of the lab- 

oratory analysis, and background. The 
samples routinely analyzed at the Qua- 
ternary Isotope Laboratory for beta 
counting contain, after pretreatment, ap- 
proximately 0.5 to 7 g of carbon. Smaller 
sample sizes, down to 100 mg of carbon 
or less, have been used for special appli- 
cations such as ice dating (9). Samples 
containing up to 120 g of carbon have 
been used for dating back to 75,000 years 
by a combination of isotope enrichment 
with 14C counting (10, 11). 

The sample size needed for 14C ion 
counting is a minuscule 10 mg of carbon 
or less. (With a commercial mass spec- 
trometer 13C/'2C isotope ratio measure- 
ments can be made, for instance, on a 
sample containing 20 ,tg of carbon.) 
Samples much larger than 10 mg are gen- 
erally not used because the basic ion 
source design limits sample size. The 
accelerated 14C ions are transmitted 
through the analyzer tube without much 
loss. Bennett et al. (5) reported a 10 to 80 
percent transmission efficiency, depend- 
ing on conditions. The ion sources em- 
ployed successfully with Van de Graaff 
mass separation have been of the solid 
carbon sputter variety. The reported 
12C- ion currents generated from a solid 
carbon source are I to 7 ,uA for samples 
in the size range 3 to 15 mg (5). Such cur- 
rents are generated by only 4.4 x 10-4 to 
3.1 x 10-3 mg of 12C- per hour. Since the 
sputter cone contains up to 15 mg of car- 
bon, the amount of sample introduced is 
substantially larger than the amount of 
material actually converted to ions. With 
improvements of ion source design one 
can visualize the dating of 10-2 mg of car- 
bon. 

A simple direct comparison of both 
methods can be made by considering the 
amount of 14C actually counted, either as 
decaying atoms for beta counting or as 
ions for mass separation. More accurate 
results are obtained when larger amounts 
of 14C are measured because the relative 
error in the number of counts, N, de- 
creases as N increases. 

Two grams of carbon is a fairly typical 
sample size for beta counting. Since only 
one millionth of the '4C present decays in 
3 days, the weight of 14C atoms that decay 
in a 2-g 19th-century sample that con- 
tains 1.4 x 10-12 g of 14C per gram of car- 
bon is 2 x 1.4 x 10-12 x 10-6 = 2.8 x 
10-18 g. This is also the actual amount of 
14C counted because the efficiency of 
proportional counters is close to 100 per- 
cent. The number of counts over the 3- 
day interval that corresponds with this 
amount of 14C is 120,000, giving a + 0.3 
percent standard deviation in the sample 
count. 

In the mass separation method, the 
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amount of carbon ionized and acceler- 
ated is 3.1 x 10-6 g for 1 hour of acceler- 
ator operation when the source ion cur- 
rent is 7 ,uA. The amount of 14C in the 
source ion current for 19th-century ma- 
terials is 1.4 x 10-12 x 3.1 x 10-6 
4.3 x 10-18 g. For a fairly high ion beam 
transmission efficiency of 70 percent in 
the accelerator and a '4C3+ yield of one- 
third through the stripper foil, the amount 
of 14C actually counted in 3 hours in 
the detector is 0.7 x 0.33 x 3 x 4.3 x 
10-'8 = 3.0 x 10-8 g. 

For both cases the actual amounts of 
'4C counted are nearly equal under the 
specific conditions stated. The following 
points are noted. The amount of 14C 
available for analysis in ion counting is 
1 million times the amount available in 3 
days of beta counting. The typical sam- 
ple used for ion counting (10 mg) is 200 
times smaller than the sample used for 
beta counting (2 g); this leaves 5000 
times more 14C available for analysis in 
the direct method. However, the in- 
efficiency of the ion source used to gen- 
erate the ion current offsets the latter ad- 
vantage. As a result, about the same 
number of counts are registered in the 
detector in both methods (for 3 hours of 
accelerator time versus 3 days of beta 
counting). 

In Fig. 1 both methods are compared 
under more general operating condi- 
tions. The lines drawn represent condi- 
tions under which ion and beta counting 
give the same number of counts in the 
detector. Thus, for instance, a 3-hour ion 
count with a source current of 10 /zA 
produces the same number of 14C ions 
in the detector as a 1- or 4-day beta count 
with 8.8 or 2.2 g of sample, respective- 
ly. 

A 70 percent accelerator ion beam 
transmission efficiency was assumed in 
the calculations for Fig. 1. However, the 
'4C measurements reported by Bennett 
et al. (5) were made with a 25 percent 
transmission efficiency. Under those 
conditions the horizontal scale in Fig. 1 
has to be multiplied by 2.8. The lower 
efficiency makes ion counting less com- 
petitive with beta counting. Although 
source 12C- ion currents of 7 /tA or less 
have been reported for routine samples 
(5), improvements to 10 /uA are certainly 
possible. In fact, the maximum ion cur- 
rent in a single experiment not related to 
14C dating was 100 ,uA (4). Provided that 
10-,tA ion currents and 70 percent trans- 
mission efficiencies can be routinely ob- 
tained, more 14C can be counted in 1 
hour of ion counting than in nearly 3 
days of beta counting for samples small- 
er than 1 g of carbon (Fig. 1). 

Beta counting utilizes samples in the 
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Fig. 1. Lines for which both ion and beta 
counting give the same results when equip- 
ment stability is not a limiting factor. A trans- 
mission efficiency of 70 percent and a one- 
third yield of 14C3+ ions through the stripper 
foil are assumed for ion counting (see text). 
The sample size for ion counting is approxi- 
mately 10 mg. Duration of beta counting is 
given in days. 

range 7 to 20 g for high-precision work. 
For a 7-g carbon sample and 4 days of 
counting, the overall accuracy obtained 
in the Quaternary Isotope Laboratory is 
better than 2 per mil when the in- 
accuracies in standard and sample 
counts are taken into account. Such an 
accuracy can potentially be achieved 
with ion counting only when the acceler- 
ator time is increased to several hours 
(90 /A-hours in Fig. 1). 

The cost of commercial 14C sample 
preparation and beta counting is approxi- 
mately $150 for up to 2 days of counting. 
For high-precision work (?2 per mil or 
less) the counting time may be up to 4 
days, the samples are larger and require 
more treatment time, and a beta determi- 
nation may cost $300. This includes the 
depreciation on investment in equip- 
ment, the cost of the technicians' time to 
remove contaminants through sample 
pretreatment, and the cost of com- 
bustion, purification of the CO2 derived, 
and possibly conversion to another 
counting gas or liquid. 

The first step, removal of contam- 
inants, is also necessary for samples 
used for ion counting. Present ion source 
technology (3, 5) requires reduction of 
the sample to pure carbon and prepara- 
tion of the ion source cone. The costs of 
these steps are estimated as $60 per 
sample. The operating cost for the accel- 
erator is estimated as $150 per hour, not 
including depreciation. It would seem 
that an accelerator run of 1 hour yielding 
a routine 14C date (? 100 years) is at least 
as expensive as n high-precision 4-day 
beta measurement (?30 years for a 5000- 
year-old sample). 

For age determinations on old sam- 
ples, background and stability are ex- 
tremely important. Large counters are 
used for beta counting with such sam- 
ples. The maximum possible age that can 

be determined in this manner at the Qua- 
ternary Isotope Laboratory, using a 
counter with a background of 1.5 counts 
per minute, is 60,000 years for a 7-g 
sample in 4 days of counting (12); sam- 
ples of zero age register nearly 100 
counts per minute with this counter. The 
background rate over an interval of sev- 
eral months does not fluctuate more than 
the standard deviation expected from 
Poisson counting statistics (N112 in N 
counts) (13). 

Very low backgrounds have also been 
reported for ion counting (3-5); how- 
ever, they do not appear to follow a Pois- 
son counting distribution. Variable back- 
ground changes equivalent to an age de- 
termination of 40,000 to 70,000 years 
have been reported (5). These back- 
ground problems may be related to 14C 
adsorbed on the solid carbon ion source 
cone or to a memory effect from pre- 
vious samples with higher '4C activities. 
This problem has to be solved for ion 
counting before its projected use for 14C 

dating back to 100,000 years (8) can be 
taken seriously. Even if such an age 
range is feasible, our experience shows 
that it is extremely difficult to avoid labo- 
ratory contamination in the 75,000-year 
range. An addition of modern material of 
only 0.1 per mil changes a 75,000-year 
age to somewhat less than 70,000 years. 
A nuclear accelerator facility is not an 
ideal environment for sample handling 
and preparation because man-made 14C 
increases the risk of sample contam- 
ination. 

Because of the stability of the equip- 
ment used for beta counting, it is pos- 
sible to determine 14C ratios for large 
young samples with an accuracy of +2 
per mil (?+16 years) or less. For ion 
counting, such levels of operating stabil- 
ity have not yet been reached. The ages 
determined so far (5) have standard er- 
rors of about 400 years (+5 percent) for 
5000-year-old samples. Routine dating of 
samples of Holocene age with age errors 
of +100 years certainly appears within 
the reach of ion counting. Beta counting, 
combined with thermal '4C enrichment, 
has been used to date samples back to 
75,000 years (10, 11). Ion counting has 
the same potential for much smaller sam- 
ples, provided background stability can 
be improved. Isotope enrichment will be 
useful for ion counting because much 
higher enrichment factors can be ob- 
tained for the smaller samples needed. 

The superb advantage of ion counting 
is the small sample size. Beta counting 
cannot compete with ion counting for 
samples smaller than 1 g of carbon be- 
cause the number of beta counts be- 
comes too small. The expense of collect- 
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ing samples also depends on sample size. 
At the Quaternary Isotope Laboratory 
the 14C activity of ocean water samples is 
being measured (14) with an accuracy of 
?4 per mil. To obtain such accuracy the 
CO2 has to be stripped from 200-liter sea- 
water samples. Large Gerard barrels are 
used to collect the samples, and only a 
few large samples can be collected on 
each cast. If the accuracy of ion counting 
could be improved to ?4 per mil, much 
smaller samples could be used. Large 
numbers of 1-liter samples could be col- 
lected in a single cast and shipboard time 
would be reduced. 

Many problems that elude beta count- 
ing can be studied with ion counting. 
Amino acid racemization dating can be 
internally checked by determining the 
14C age of single amino acids. Carbon-14 
studies of the CO cycle (oceanic versus 
anthropogenic CO) are within reach. 
Fraudulent oil paintings can be detected 
more easily because it is not necessary to 
combust appreciable portions of the 
painting. Cave paintings in which organ- 
ic materials such as blood were used can 
be dated directly with ion counting. It is 
no longer necessary to use huge ice sam- 
ples, up to 5 tons for dating; sample 
amounts can be reduced to 100 kg. Thus, 
although beta counting will still be used 
in the future, ion counting will tremen- 
dously enlarge the range of applications 
of 14C analyses. 
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Strain in Southern California: Measured 

Uniaxial North-South Regional Contraction 

Abstract. The plate tectonics model of the Pacific moving northwest relative to 
North America implies that the regional strain in California should be simple shear 
across a vertical plane striking N45?W or equivalently equal parts of north-south 
contraction and east-west extension. Measurements of the strain accumulation at 
seven separate sites in southern California in the interval 1972 through 1978 indicate 
a remarkably consistent uniaxial north-south contraction of about 0.3 part per mil- 
lion per year; the expected east-west extension is absent. It is not clear whether the 
period from 1972 through 1978 is anomalous or whether the secular strain in southern 
California is indeed a uniaxial north-south contraction. 
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As part of the earthquake studies pro- 
gram of the U.S. Geological Survey, sev- 
en trilateration networks along the major 
faults in southern California (Fig. 1) have 
been surveyed several times during the 
period from 1972 through 1978. In each 
survey the distances between geodetic 
monuments within the network are de- 
termined. The distances are measured 
with a Geodolite, a precise electrooptical 
distance-measuring instrument, and the 
refractivity corrections are calculated 
from temperature and humidity profiles 
determined from aircraft-mounted sen- 
sors flown along the line of sight at the 
time of ranging (1). The errors in dis- 
tance determination are described by a 
normal distribution with a standard de- 
viation ranging from about 3 mm at a few 
kilometers to about 7 mm at 30 km (1). 

To calculate the average strain rate 
tensor for each network, it is assumed 
that the strain rate is uniform in space 
over the breadth of the network and in 
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time over the interval from 1972 through 
1978. The changes of length of the indi- 
vidual lines then yield a large number of 
strain rates at various orientations from 
which the three components of the sur- 
face strain rate tensor (11, ?12, and ?22 in 
a coordinate system with the 1 axis di- 
rected east and the 2 axis directed north) 
can easily be computed. Because a large 
number of lines (about 30 for each net- 
work) are used to calculate just three 
strain rate components, reliable esti- 
mates of both the strain rate components 
and their standard deviations may be 
made. The standard deviations reflect 
not only the observational uncertainties 
but also the departures from the assumed 
uniformity of strain accumulation in both 
space and time. 

The tensor strain rates with standard 
deviations for the seven networks are 
shown in Table 1, and the principal strain 
rates are shown in Fig. 1. Each of the 
networks may be described adequately 

time over the interval from 1972 through 
1978. The changes of length of the indi- 
vidual lines then yield a large number of 
strain rates at various orientations from 
which the three components of the sur- 
face strain rate tensor (11, ?12, and ?22 in 
a coordinate system with the 1 axis di- 
rected east and the 2 axis directed north) 
can easily be computed. Because a large 
number of lines (about 30 for each net- 
work) are used to calculate just three 
strain rate components, reliable esti- 
mates of both the strain rate components 
and their standard deviations may be 
made. The standard deviations reflect 
not only the observational uncertainties 
but also the departures from the assumed 
uniformity of strain accumulation in both 
space and time. 

The tensor strain rates with standard 
deviations for the seven networks are 
shown in Table 1, and the principal strain 
rates are shown in Fig. 1. Each of the 
networks may be described adequately 

References and Notes 

1. E. C. Anderson, W. F. Libby, W. F. Wein- 
house, S. Reid, A. F. Kirschenbaum, A. V. 
Grosse, Science 110, 576 (1947). 

2. The laboratories are listed in Radiocarbon 19, 
476 (1977). 

3. C. L. Bennett, R. P. Beukens, M. R. Clover, H. 
E. Gove, R. B. Liebert, A. E. Litherland, K. H. 
Purser, W. E. Sondheim, Science 198, 508 
(1977). 

4. D. E. Nelson, R. G. Korteling, W. R. Stott, 
ibid., p. 507. 

5. C. L. Bennett, R. P. Beukens, M. R. Clover, D. 
Elmore, H. E. Gove, L. Kilius, A. E. Lither- 
land, K. H. Purser, ibid. 201, 345 (1978). 

6. K. H. Purser, R. B. Liebert, A. E. Litherland, 
R. P. Beukens, H. E. Gove, C. L. Bennett, 
M. R. Clover, W. E. Sondheim, Rev. Phys. 
Appl. 12, 1487 (1977). 

7. R. A. Muller, Science 196, 489 (1977). 
8. ___ , E. J. Stephenson, T. S. Mast, ibid. 201, 

347 (1978). 
9. H. Oeschger, B. Alder, C. C. Langway, J. Gla- 

ciol. 6, 939 (1967). 
10. M. Stuiver, C. J. Heusser, I. C. Yang, Science 

200, 16 (1978). 
11. P. M. Grootes, ibid., p. 11. 
12. M. Stuiver, S. W. Robinson, I. C. Yang, in Pro- 

ceedings of the Ninth International Radio- 
carbon Conference (Univ. of California Press, 
Berkeley, in press). 

13. M. Stuiver, in Proceedings of the First Confer- 
ence on Radiocarbon Dating with Accelerators, 
H. E. Gove, Ed. (Univ. of Rochester Press, 
Rochester, N.Y., 1978), p. 353. 

14. M. Stuiver, Science 199, 253 (1978). 
15. Supported by NSF grant EAR76-81598, Geo- 

chemistry Program. 

29 March 1978; revised 6 July 1978 

SCIENCE, VOL. 202, 24 NOVEMBER 1978 

References and Notes 

1. E. C. Anderson, W. F. Libby, W. F. Wein- 
house, S. Reid, A. F. Kirschenbaum, A. V. 
Grosse, Science 110, 576 (1947). 

2. The laboratories are listed in Radiocarbon 19, 
476 (1977). 

3. C. L. Bennett, R. P. Beukens, M. R. Clover, H. 
E. Gove, R. B. Liebert, A. E. Litherland, K. H. 
Purser, W. E. Sondheim, Science 198, 508 
(1977). 

4. D. E. Nelson, R. G. Korteling, W. R. Stott, 
ibid., p. 507. 

5. C. L. Bennett, R. P. Beukens, M. R. Clover, D. 
Elmore, H. E. Gove, L. Kilius, A. E. Lither- 
land, K. H. Purser, ibid. 201, 345 (1978). 

6. K. H. Purser, R. B. Liebert, A. E. Litherland, 
R. P. Beukens, H. E. Gove, C. L. Bennett, 
M. R. Clover, W. E. Sondheim, Rev. Phys. 
Appl. 12, 1487 (1977). 

7. R. A. Muller, Science 196, 489 (1977). 
8. ___ , E. J. Stephenson, T. S. Mast, ibid. 201, 

347 (1978). 
9. H. Oeschger, B. Alder, C. C. Langway, J. Gla- 

ciol. 6, 939 (1967). 
10. M. Stuiver, C. J. Heusser, I. C. Yang, Science 

200, 16 (1978). 
11. P. M. Grootes, ibid., p. 11. 
12. M. Stuiver, S. W. Robinson, I. C. Yang, in Pro- 

ceedings of the Ninth International Radio- 
carbon Conference (Univ. of California Press, 
Berkeley, in press). 

13. M. Stuiver, in Proceedings of the First Confer- 
ence on Radiocarbon Dating with Accelerators, 
H. E. Gove, Ed. (Univ. of Rochester Press, 
Rochester, N.Y., 1978), p. 353. 

14. M. Stuiver, Science 199, 253 (1978). 
15. Supported by NSF grant EAR76-81598, Geo- 

chemistry Program. 

29 March 1978; revised 6 July 1978 

SCIENCE, VOL. 202, 24 NOVEMBER 1978 

/I /I 

1974-1978 0.20 
ea 19721978 ? 

.1 = 04 ?0.0 0.20 j1 E1=--0.04+0.02 --_- - 0.40 E1=0.04?0.02 
?2=-0.27?0.03 o- 0.60 E2=-0.31?0.02 

1974-1978 0.20 
ea 19721978 ? 

.1 = 04 ?0.0 0.20 j1 E1=--0.04+0.02 --_- - 0.40 E1=0.04?0.02 
?2=-0.27?0.03 o- 0.60 E2=-0.31?0.02 

l 

I-> 

l 

I-> 

Fig. 1. Map of southern California showing the locations of the seven trilateration networks and 
the principal strains (in t/strain/year) measured at each. The heavy sinuous lines represent the 
major faults. 
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