
ity of neurons to synthesize or assemble 
materials necessary for growth. Alterna- 
tively, growth-inducing substances may 
not be so readily elaborated or perhaps 
the target cells may be less able to accept 
new innervation. In the case of sympa- 
thetic CA fibers, the diminished growth 
may be related in part to a reduction in 
the number of blood vessels in the den- 
tate molecular layer (9). However, the 
reduction in vascular supply is not as 
great as the reduction in fiber growth, so 
other factors are probably involved. 

Age-related differences in reactive fi- 
ber growth may have functional signifi- 
cance. In some instances reactive syn- 
aptogenesis appears to underlie recovery 
or retention of normal function after 
damage to the central nervous system, 
but in other instances it seems to cause 
or contribute to abnormal behavior. In 
the aged brain we would expect this 
process to operate not only in cases of 
severe damage, such as that induced in 
our study, but also in the replacement of 
connections lost as a result of the natural 
aging process. If the new connections 
can replace the old functionally, then re- 
active synaptogenesis may be regarded 
as a compensatory mechanism that 
counteracts the ill effects of aging. A re- 
duction in growth capacity with age 
would therefore be detrimental. On the 
other hand, if the new connections inter- 
fere with normal function, reactive syn- 
aptogenesis would be harmful and the 
aged brain would benefit from a dimin- 
ished growth capacity. Such issues are in 
need of direct evaluation and must await 
a more complete understanding of the 
significance of reactive synaptogenesis. 
In any case, our finding that neuronal cir- 
cuitry appears more rigid in old animals 
needs to be taken into account in consid- 
ering the end result. 
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tween the two hippocampi. The commissural 
projection which arises in the CA3-CA4 region 
of one hippocampus and projects to the con- 
tralateral hippocampus with specific termi- 
nations in the inner one-third of the dentate mo- 
lecular layer and also strata radiatum and oriens 
of regio superior and regio inferior [T. W. Black- 
stad, J. Comp. Neurol. 105,417 (1956)]. A lesion 
of the fimbria-fornix also produces degeneration 
in the septal nuclei because the hippocampal and 
subicular pyramidal cells project to different 
parts of the septal area [L. W. Swanson and W. 
M. Cowan, J. Comp. Neurol. 172, 49 (1977)]. Fi- 
nally this lesion also removes the adrenergic in- 
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The barn owl (Tyto alba) derives spa- 
tial information from sound signals accu- 
rately enough to capture small prey in to- 
tal darkness. Recently a specialized 
auditory region in the midbrain of the 
owl has been implicated in spatial analy- 
sis of sound stimuli (1). Neurons in this 
region, which respond to sounds from re- 
stricted areas of space (receptive fields) 
are arranged systematically according to 
the location of their receptive fields so 
that they form a physiological map of 
auditory space. We now describe anoth- 
er space-dependent response property of 
these units that further supports their im- 
plied function in spatial analysis of 
sound: their receptive fields are sub- 
divided into spatially separate excitatory 
and inhibitory areas similar to the center- 
surround receptive field organization de- 
scribed for other sensory systems. 

The midbrain region that contains 
these units is the lateral and anterior 
region of the auditory nucleus known 
as mesencephalicus lateralis dorsalis 
(MLD), the avian homolog of the inferi- 
or colliculus. Because of the systematic 
arrangement of unit receptive fields in 
this region, it has been called the space- 
mapped region of MLD (2). The recep- 
tive fields exhibited by units in the space- 
mapped region have been classified as 
limited-field (L-F) receptive fields, to 
contrast them with other, less restricted 
field types. 

Four barn owls were studied, each owl 
being prepared for long-term recording 
(2). The statements made here are based 
on the properties of 63 single units (3) 
that were located in the lateral and ante- 
rior portion of the MLD as confirmed by 
electrode track reconstructions. The ex- 
periments were performed in a large an- 
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echoic chamber (4). Conventional ampli- 
fication and spike analysis equipment 
was used (1, 2). 

Nearly all L-F units (60 of 63) had low 
ongoing discharge rates. Thus, in order 
to detect inhibitory effects of sounds pre- 
sented in areas outside a unit's receptive 
field, two sound sources were required: 
one positioned inside the unit's receptive 
field to drive the unit (driving speaker), 
and a second to present test sounds at 
various locations outside its receptive 
field (roving speaker) (5). The position of 
the roving speaker was remotely con- 
trolled from outside the chamber. The 
speaker moved along a semicircular 
track to provide changes in sound-source 
azimuth, and the track itself rotated 
around a horizontal axis to provide 
changes in sound-source elevation. The 
sphere described by the movement of the 
roving speaker was 1 m in radius. The 
head of the anesthetized owl (6) was se- 
cured to a head holder and was centered 
within the speaker's sphere of movement 
so that the owl's median and visual 
planes corresponded to 0? azimuth and 0? 
elevation of the roving speaker (7). The 
driving speaker was also movable, but 
not by remote control. 

The protocol for testing units was as 
follows. After a single unit had been iso- 
lated, the roving speaker was moved 
while emitting noise bursts (8) to the area 
of space to which the unit responded 
most vigorously. This area of space, 
which is sharply defined for L-F units, is 
called the unit's best area (1). The driv- 
ing speaker was then manually posi- 
tioned in the unit's best area, behind the 
roving speaker. The threshold of the unit 
to noise bursts from each speaker was 
measured; sound intensity values refer 
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Center-Surround Organization of Auditory Receptive Fields 
in the Owl 

Abstract. The spatial receptive fields of specialized auditory units in the midbrain 
of the barn owl (Tyto abla) contain two functionally antagonistic areas: an excitatory 
center and an inhibitory surround. The response of these units represents the balance 
of acoustic activation of the two areas, which in turn depends upon the location, 
intensity, and spectral content of the sound stimulus. 
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to sound pressure levels with respect to 
these thresholds. The unit's receptive 
field was mapped with 20-dB noise 
bursts from the roving speaker. The 
speaker locations at which the unit just 
failed to respond marked the boundaries 
of its receptive field. After this initial 
procedure, the protocol varied depend- 
ing on the experiment. In all cases, how- 
ever, the measure of a unit's inhibition 
versus excitation was made by com- 
paring control responses (to sound from 
the driving speaker alone located in the 
unit's best area), with test responses (to 
simultaneous sounds from the roving and 
driving speakers). Sound intensity from 
the driving speaker was normally set to 
the middle of the unit's dynamic range (5 
to 10 dB above threshold). When test re- 
sponses (number of spikes) were consis- 
tently less than control responses, the ef- 
fect of the roving speaker was consid- 
ered to be inhibitory; when they were 
greater, the effect of the roving speaker 
was considered excitatory. 

When analyzed with a single sound 
source, the receptive field properties of 
L-F units appeared simple. The units re- 
sponded to the onset of a sound present- 
ed inside their receptive fields if the 
sound contained frequencies between 5 
and 9 kHz (the upper end of the owl's 
audible range), and they remained in- 
active when the sound source was lo- 
cated anywhere else. One remarkable 
characteristic of these auditory receptive 
fields was their insensitivity to large in- 
crements in sound intensity; the borders 
of nearly half of the L-F units changed in 
azimuth by +2? or less following a ten- 
fold (20 dB) increase in sound intensity. 
This averages out to a mere +0.1? 
change per decibel of sound level in- 
crease. Insensitivity to changes in sound 
intensity of this magnitude cannot be ex- 
plained by the directionality of the owl's 
ears (2, 9). Instead, some form of space- 
dependent neuronal processing must oc- 
cur to prevent sound stimuli orig!nating 
outside the unit's receptive field from ex- 
citing the unit. 

The receptive field properties of these 
units became more complex when more 
than one source of sound was present in 
the sound chamber. For example, am- 
bient noise introduced by opening the 
chamber door could inhibit a unit's re- 
sponses to an excitatory stimulus located 
within its receptive field. When the rov- 
ing speaker was used as a point source of 
noise, its effectiveness in inhibiting the 
unit's response depended upon its loca- 
tion and the intensity and spectral con- 
tent of the noise. In general the most ef- 
fective area for inhibition (locations re- 
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quiring the least intensity to inhibit) was 
the area in front of the owl from approxi- 
mately +50? to -90? in elevation, and 
from 60? to the left to 60? to the right 
(Fig. 1). This frontal area also corre- 
sponds to the owl's area of maximum 
sensitivity, due to the directionality of its 
ears (2, 9). 

For any given unit, inhibition in- 
creased as the sound source moved in 
from the periphery and approached the 
borders of its receptive field (Fig. 1). As 
the source entered the unit's field, the ef- 
fect of the noise changed from inhibitory 
to either neutral or excitatory within a 
few degrees of movement. This transi- 
tion was dramatic for azimuthal speaker 
movements, whereas transitions in ele- 
vation tended to be more gradual. As the 
noise source moved away from the unit's 
receptive field, particularly beyond the 
frontal area, its inhibitory effect dimin- 
ished. Thus, when the noise level was 
properly chosen, its inhibitory influence 
extended only a limited distance into the 
periphery, beyond which the noise had 
no effect (Fig. 1). Increasing the intensity 
of the noise, however, caused the inhib- 
itory area to expand so that, at suffi- 
ciently high noise levels (20 to 35 dB), 
sound locations even behind the owl's 
head inhibited the units. 
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Although a unit's receptive field was 
surrounded by an inhibitory area, not all 
sectors of this inhibitory area were of 
equal potency. This was revealed by 
measuring the sound intensity (re thresh- 
old) necessary to completely suppress 
unit responses to a 20-dB noise burst 
from the driving speaker at four loca- 
tions around the unit's receptive field. 
The areas just to the left or right of the 
unit's receptive field were the most ef- 
fective for inhibiting 16 of the 20 units 
tested. Of the remaining four units, two 
were best inhibited by noise from above 
their receptive fields, and two by noise 
from below. The units inhibited best 
from below had unusually high receptive 
fields (best areas = + 15?); the units in- 
hibited best from above had low recep- 
tive fields (best areas = -45?, -70?). 

In contrast to the usually equal inhib- 
itory efficacy of noise to the right or left, 
the inhibitory efficacy of noise from 
above or below the receptive fields was 
typically asymmetrical (Fig. 1). Units 
with best areas higher than 0? tended 
(five of six) to be inhibited better from 
below; units with best areas lower than 
-25? tended (8 of 13) to be inhibited bet- 
ter from above. 

Tone bursts also inhibited these units, 
although in general the inhibitory effect 

B Unit 22:1/22 

30L- , _p .* ! 
/ 

. 

s 

90R 9OR 

II--. 
_1 

I10 
Spikes 

I I I II I I i/ 

70?L 30?L 0? 30?R 70?R 
I / / I It / / 

70?L 30?L 0? 30?R 70?R 

Azimuth 

Fig. 1. Center-surround receptive field organization of two limited-field units in the MLD of the 
barn owl. Inhibitory areas are stippled; best areas are marked by a +. These fields were mea- 
sured through use of 5-dB noise bursts from the driving speaker and 10-dB noise bursts from the 
roving speaker. A 5-dB increase in the noise level from the roving speaker caused the inhibitory 
areas to completely encircle the excitatory areas and to encompass large areas behind the owl's 
head. Above are the projections of the fields onto spherical coordinates of auditory space. Be- 
low are three-dimensional plots of the units' response to ten noise bursts (Y dimension) as a 
function of the roving speaker's location (X and Z dimensions) plotted on linear coordinates. 
Both units were recorded in the anterior lateral portion of the right MLD. 
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was weaker (Fig. 2). The range of fre- 
quencies contributing to inhibition was 
wide, typically spanning frequencies of 3 
to 10 kHz. The area of space within 
which a tone burst could inhibit a unit 
varied with the frequency of the tone. 
The inhibitory areas of some frequencies 
extended well inside the borders of the 
receptive fields (as mapped with noise 
bursts), whereas other frequencies were 
inhibitory only in areas distant from the 
receptive fields. Because of the frequen- 
cy-dependent variations in the inhibitory 
areas, the spectrum of inhibiting fre- 
quencies sometimes changed from one 
speaker location to another. For any giv- 
en speaker location, however, the inhib- 
itory spectrum was largely independent 
of sound intensity. Consequently, unit 
frequency-response curves (Fig. 2) mea- 
sured with different speaker locations 
were often qualitatively different; inhib- 
itory frequencies at one location being 
neutral or excitatory at another. 
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These results support the contention 
that the space-mapped region of the 
MLD is functionally specialized for spa- 
tial analysis of auditory signals. The cen- 
ter-surround nature of L-F receptive 
fields and their spatiotopic distribution 
are properties that are strikingly similar 
to aspects of functional organization in 
visual, somatosensory, and lateral-line 
centers of the brain (10), in which spatial 
analysis is of primary importance. As in 
these other sensory modalities, center- 
surround fields in the auditory system 
may maintain spatial contrast sensitivity 
despite changes in the absolute intensity 
of the stimulus. 

What distinguishes auditory center- 
surround fields from those found in other 
sensory modalities is the underlying neu- 
ronal circuitry. Since space projects di- 
rectly onto the retina and the body sur- 
face, center-surround fields can be based 
simply on lateral inhibition of neighbor- 
ing receptors. By contrast, space does 
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Fig. 2. Space-dependent frequency response properties of a limited-field unit in MLD. In the 
center of the figure, the receptive field of the unit, as mapped with 10-dB noise from the roving 
speaker and 10-dB noise from the driving speaker, is projected onto spherical coordinates of 
space as in Fig. 1. The inhibitory area under these conditions is stippled. In the graphs sur- 
rounding the receptive field projection, the responses of the unit to ten tone bursts from the 
roving speaker are plotted as a function of tone frequency for five different locations of the 
roving speaker (large arrows). The unit was simultaneously being driven by 10-dB noise bursts 
from the driving speaker. The unit's control response level to noise from the driving speaker 
alone is designated by the dashed lines in each graph. The inhibitory effect of the tone bursts is 
graphically represented by the area marked by diagonal lines. The tone intensity was kept con- 
stant at 25 dB sound pressure level for all frequencies. 

not project onto the cochlear partition. 
The auditory system must, instead, ex- 
tract spatial information from the rela- 
tive patterns of auditory nerve input ar- 
riving from the ears. Thus, auditory cen- 
ter-surround fields require not only that 
units respond to a unique configuration 
of auditory input, but that they also are 
inhibited by all others. The fact that the 
auditory system has created center-sur- 
round receptive fields based on function- 
al properties of the input and indepen- 
dent of the topography of the sensory 
surface argues strongly for the impor- 
tance of center-surround organization in 
spatial analysis of sensory input. 
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