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multicellular organism. Although many 
mechanisms must be operating, the 
viewpoint developed is that the modifi- 
cation of the genome (chromatin) must 
ultimately be involved in the elaboration 
and eventual stabilization of these devel- 
opmental events. Thus, the simplified 
model developed below concentrates on 
events at the level of transcription and 

presents the argument that the changes 
in the intra- and intercellular "environ- 
ment" constitute the primary trigger for 
the architectural changes that must be 
mediated at the transcription level in or- 
der to support and direct complicated de- 
velopmental events. 
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Two mechanisms in the extreme can 
be used to explain how differential gene 
transcription can be involved in the con- 
trol of the progression of cellular dif- 
ferentiation and development: the "acti- 
vation-repression" (2) and the "irrevers- 
ible repression" mechanisms. In the ac- 
tivation-repression mechanisms, genes 
that have not previously been tran- 
scribed are activated (or derepressed), 
and their transcripts and subsequent 
translational products appear for the first 
time in a newly differentiated cell. The 
second mechanism is one in which at 
early stages of development all genes are 
active or transcriptionally accessible and 
progressive, selective repression is the 

primary mechanism governing the dif- 
ferentiation regime. According to this 
model, as development proceeds, there 
are events that cause irreversible repres- 
sion (3) of some of these genes while oth- 
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ers become stabilized in the unrepressed 
state and represent genes specific to the 
newly established phenotype. We pres- 
ent the case for the irreversible gene re- 
pression model because it best fits the 
available information from both em- 
bryological studies and studies of tran- 
scriptional changes. We also discuss a 
molecular model that provides an experi- 
mental framework for attempting to dis- 
criminate between these mechanisms. 

Biological Case for the Irreversible 

Repression Model of Gene Regulation 

Starting with the fertilized egg, devel- 
opment proceeds by replication of the 
entire genome and is followed by cell di- 
vision. Thus, two important segregation 
events occur: (i) the segregation of the 
two daughter genomes into separate 
compartments, and (ii) the segregation of 
different cytoplasms from the fertilized 
egg into two different compartments. It 
is well known that in most eukaryotes, 
the daughter cells of the first cleavage 
are identical in their developmental po- 
tential (4). These cells, when separated 
from one another, are capable of produc- 
ing normal offspring, which are about 
half the normal size (5). The next cleav- 
age, that from the two- to the four-cell 
stage, also does not generally restrict de- 
velopmental potential (6); in some ani- 
mals each blastomere produces identical 
offspring if grown separately. After the 
second or third cleavage, however, 
many of the cells are no longer totipotent 
and are no longer capable of producing 
complete, normal animals. Thus, cleav- 
age segregates the cytoplasm giving rise 
to cells of different developmental poten- 
tials. This important and fundamental 
developmental phenomenon produces 
daughter cells that have a restricted de- 
velopmental potential. This restriction is 
irreversible in the sense that, under nor- 
mal circumstances, only a part of the or- 
ganism's genome will be expressed as 
development proceeds. Therefore, an 
important irreversible restriction of ge- 
nomic potential has occurred during or 
directly after the cleavage of the egg 
cytoplasm. 

As examples of the developmental im- 
portance of segregating nuclei into spe- 
cialized cytoplasms, two specific cases 
of developmental programs, which are 
dependent upon these events, are cited: 
(i) the fertilized egg of the snail Ilyanassa 
and (ii) the developing fruit fly Dro- 
sophila eggs. In the case of Ilyanassa, a 
small part of the cytoplasm (referred to 
as the polar lobe) of the fertilized egg an- 
nexes itself to one quadrant of the cell 
14 JULY 1978 
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Fig. 1. Chick limb development. The relative 
locations of the "limb fields" in the devel- 
oping chick embryo. Embryos at the primitive 
streak stage, 7-somite stage (dl), 15-somite 
stage (d2), and stage 33 (d8) are depicted with 
the shaded area indicating the approximate 
limb field. 

prior to division. Subsequent to each di- 
vision, this polar cytoplasm is reincorpo- 
rated into one of the daughter cells. This 
process continues for a number of divi- 
sions. If the polar lobe is amputated, the 
embryo will continue to develop but will 
fail to form entomesoblast, and the re- 
sulting larvae completely lack mesoderm 
(7). Thus, the expression of those genes 
necessary to form an entire germ layer 
that will give rise to diverse cell types is 
wholly dependent on exposure of cell nu- 
clei to a small portion of egg cytoplasm. 
In the absence of such exposure, the in- 
formation for the formation of this germ 
layer remains quiescent. 

In the case of Drosophila, another spe- 
cific section of cytoplasm (also referred 
to as the "polar cytoplasm") influences 
the nuclei that migrate through it to dif- 
ferentiate into the reproductive cells. If 
this polar cytoplasm is removed from the 
egg so that migrating nuclei do not come 
in contact with such specialized cyto- 
plasm, then the germ cells of Drosophila 
are absent, producing a sterile animal 
(8). Here again, polar cytoplasm is ca- 
pable of influencing the genetic ex- 
pression of nuclei that migrate through 
it, and therefore the segregation of this 
cytoplasm plays an important, if not de- 
terminant, role in the development of 
Drosophila. 

As will be discussed below, the gener- 
al state of the cell and the activity of the 
cell's cytoplasm provide important sig- 
nals for the developmental programs. 
These signals, which are the sum of ex- 
trinsic and intrinsic processes, are, in all 
probability, the elusive embryonic in- 
ducers long sought by experimenters, 
but never found. It seems clear that the 
genome of a developing organism re- 
sponds to positional or environmental 
cues (9); the responses to these cues are 
built into the genome and represent the 
genetic and evolutionary biases of that 
species. That these responses also bring 

about progressive restriction of the ge- 
netic potential, with these restrictions 
becoming irreversible, must also be a 
part of the genetic biases of the orga- 
nism, with different species exhibiting 
different sequence and timing of such re- 
strictive events, as is discussed below. 
The segregation of cytoplasm during 
cleavage establishes extranuclear envi- 
ronments that are deterministic to the 
developing organism and provide envi- 
ronmental cues that stimulate evolution- 
arily fixed genetic responses and pro- 
grams. 

Apart from the segregation of different 
cytoplasms with newly synthesized 
daughter nuclei, the further develop- 
mental restriction of groups of blasto- 
meres can be observed. Just as individ- 
ual blastomeres of the second or third 
cleavage are not capable of dif- 
ferentiating into complete organisms, 
groups of cells at later stages of develop- 
ment are not capable of differentiating 
into specific tissues. Detailed fate maps 
that depict this restriction of develop- 
mental potential have been drawn (10). 
As development proceeds, quadrants or 
groups of cells become "fated" to dif- 
ferentiate and develop into cells of a spe- 
cific organ. For example, in the devel- 
oping chick embryo, the cells pre- 
destined to form the limb can be recog- 
nized as a distinct group of cells very 
early in development (Fig. 1). These 
cells are incapable of forming tissue of 
the heart, for example, although their 
progenitor cells earlier in development 
were capable of forming either limb or 
heart tissue. Thus, as the development of 
an organism proceeds, developmental 
potential of each cell (that is, its ability to 
differentiate into a number of different 
phenotypes) is severely restricted. This 
restriction seems to be irreversible, and 
(as is discussed below) there is no evi- 
dence to support the general concept 
that normal cells, once committed to a 
specific pathway, are capable of "back- 
tracking" to a more undifferentiated 
point in their developmental history 
where they are then capable of having a 
pathway choice again. 

The work of Gurdon and his col- 
leagues (11) and others (12) is often used 
to support the general contention that 
nuclei from highly differentiated tissues 
are still capable of supporting the devel- 
opment of a whole organism. However, 
these observations can also be used to 
support the general idea that irreversible 
gene repression is a common mechanism 
in the development and differentiation of 
tissues and organs. The Gurdon-type ex- 
periment (11) is to transplant a nucleus 
from a donor cell into an enucleated fer- 
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Fig. 2. The hypothetical transcription of "housekeeping" and "phenotype specific" genes is 
compared as a function of developmental time. As development proceeds, transcription is pro- 
gressively restricted in both gene sets with X signifying irreversible repression of specific genes 
or gene sets. The term "tissue differentiation" refers to the time of irreversible commitment to a 
specific phenotype, with the subsequent recognition of those events noted as "emergence of 
phenotype." 

tilized egg. When this experiment is done 
with nuclei obtained from early em- 

bryos, a very high percentage of the re- 
cipient eggs develop into complete, nor- 
mal organisms. The cytoplasmic envi- 
ronment of a fertilized egg is therefore 
capable of interacting with a nucleus and 
allowing that nucleus to divide and to ex- 
press information for a complete and 
normal organism. When developmental- 
ly older and more differentiated donor 
cells are used in this kind of experiment, 
the success rate of this nuclear trans- 
plantation experiment decreases to the 
point that, if intestinal cells from a young 
animal are used, only about one in 100 
such transplantations result in a normal 
organism. Since the success rate is so 
high with nuclei from early embryos, we 
may assume that the experiment is not 
more difficult in terms of the nuclear 
transplantation manipulations with older 
tissues, but rather that a large fraction of 
the nuclei from cells of more develop- 
mentally advanced tissues have restrict- 
ed potential and that the percentage of 
cells which retain a relatively unlimited 
potential progressively decreases as de- 
velopment proceeds. Implicit in this in- 
terpretation would be the view that, 
within any tissue of a developing orga- 
nism, there persists a pool of cells with 
relatively unrestricted or uncommitted 
nuclei and that this pool decreases in size 
as the organism becomes more highly de- 
veloped (13). 

Therefore, one possible conclusion 
from the work of Gurdon (11) and others 
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(12) seems to be that the developmental 
potential of any given cell or group of 
cells diminishes as the organism ma- 
tures. We submit that this diminution of 
developmental potential is a result of ir- 
reversible gene repression and that, 
rather than gene activation, gene repres- 
sion is generally responsible for the fix- 
ing of fate and the eventual expression of 
single phenotypes. The alternative ex- 
planation that repressed genes are acti- 
vated in the transplanted nuclei, offers 
no explanation for why the percentage of 
successful transplants progressively de- 
creases as donor nuclei from progres- 
sively older sources are used. 

Relative to our naive state of knowl- 
edge about the molecular changes in 
chromatin which are correlated with a 
specific differentiation or developmental 
event, it is at present impossible for us to 
articulate or even envision, in a precise 
manner, the changes involved in the re- 
ceiving and processing of developmental 
signals. However, it is unlikely that em- 
bryological events are stimulated or initi- 
ated by single factorial signals. The sum 
of many cytoplasmic and extracellular 
factors probably dictates or defines the 
developmental state of the cells (14). It is 
probable that a primary event in a cell's 
developmental history is a change in its 
external and subsequently internal envi- 
ronment, which is then communicated to 
the genetic material (15). The con- 
sequence of this transfer of environmen- 
tal information to the genetic material is 
eventually an altered transcriptional pat- 

tern that changes the fate and future of 
that cell. In this context, environmental 
changes can be viewed as primary 
events, whereas transcription is a sec- 
ondary or perhaps even tertiary event. 
The altered transcriptional pattern can 
change the cell and specifically cause it 
to become sensitive. or insensitive to an 
environmental change and thus initiate a 
more complicated developmental pro- 
cesses all over again. Environmental 
changes may be as simple as the in- 
creased ratio of cell membrane to cyto- 
plasm that follows a cell division. This 
increased ratio permits an increase in ox- 
ygen transport to cytoplasmic enzymes 
which, in turn, change the energy trans- 
ducing capacities of the cell. This new 
developmental state, brought about by a 
cleavage division, may dictate an altered 
pattern of gene transcription. Another 
example would be a daughter cell that 
finds itself on the inner aspects of the 
embryo because of the position of its 
parent's cleavage plane and may be spe- 
cifically sensitive or insensitive to this 
environmental change as determined by 
its present tissue position, history, and 
developmental potential. 

Because of the lack of information 
concerning the ways in which primary 
environmental changes affect genomic 
function, we are unable to make models 
of control systems governing these 
events. What we can do, however, is to 
attempt to make models of the sub- 
sequent transcription events to explain 
the coarse controls at the level of the 
cell's genetic material. Even here the 
models are the "on-off" variety because 
(as is described below) our knowledge of 
how chromatin structure is related to 

gene expression is still rudimentary. 

The Model 

The experimental observations at the 

biological level place a few severe con- 
straints or boundaries on the construc- 
tion of a suitable model. First, the gradu- 
al restriction of developmental potential 
must be explained. Furthermore, a 
mechanism for making these restrictions 
irreversible must also be provided; such 
restrictions must correlate with cell "fat- 
ing" or determination, which is known 
to begin as early as cleavage. Because 
developmental progression is an inher- 
ited process initiated during cleavage, 
we must assume that the control ele- 
ments reside in the DNA and thus in the 

DNA-protein interaction related to 
chromatin structure and function. Sec- 
ond, the biological observations reveal 
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that the acquisition of phenotypic prop- 
erties is a relatively late event and that 
this can be generally recognized by the 

synthesis and concentration of pheno- 
type-specific macromolecules; in the 
case of lens development, the accumula- 
tion of alpha-crystalline proteins or in 
the case of pancreas development, the 
accumulation of insulin serve as ex- 

amples. And third, all cells share com- 
mon activities (for example, glycolysis, 
electron transport, and protein syn- 
thesis) and structures (such as mito- 
chondria, endoplasmic reticulum, and 

plasma membrane) whose elements must 
be coded for by the same genes. These 
observations can be used to argue that at 
least two classes of gene products are 
present: (i) a group that codes for 
"housekeeping" proteins or molecules 
necessary for cell survival and common 
to all phenotypes (16) and (ii) a group 
coding for phenotype-specific proteins 
whose presence in sufficient concentra- 
tions dictates the phenotypic properties 
of a specific cell (17, 18). 

The broad outlines of the model are 

diagramed in Fig. 2. The two classes of 
genes, those coding for housekeeping 
molecules and those coding for pheno- 
typic specific molecules, are indicated as 
separate regions of the genome. Al- 
though these regions are diagrammati- 
cally depicted as separate blocks, it is 
unlikely, from available information, 
that these gene regions are present as 
contiguous blocks in eukaryotic DNA 
(19). Developmental time follows the 
vertical axis starting with a fertilized egg 
and progressing through the emergence 
of a single specific phenotype; thus a 
similar but individual pattern would ex- 
ist for each different phenotype. In the 
case of most of the housekeeping genes, 
transcripts are continually being pro- 
duced throughout the developmental his- 
tory of all cells. 

There are other genes that, because of 
the environmental circumstances in 
which the cell finds itself, are not neces- 
sary for cellular function and transcrip- 
tion of these sequences is very infre- 
quent at different stages during develop- 
ment. However, the lack of frequent 
transcription of these genes is not irre- 
versible and, under appropriate circum- 
stances, the genes again can be tran- 
scribed at high frequency. These are in- 
dicated by the vertical bars which do not 
pass through the tissue differentiation or 
phenotypic emergence stage. An ex- 
ample of this might be a lactate dehy- 
drogenase (LDH) isozyme that may be 
virtually absent during a relative aerobic 
phase of tissue growth but may be 

14 JULY 1978 

needed in quantity as the aeration state 
of the tissue is modified (20). 

The phenotype-specific genes are 
classed into three general groups. The 
first group, indicated as group A, are 
genes whose transcription is repressed at 
various stages during development and 
the irreversible repression of these genes 
(indicated by X) is coincident with the 
cessation of their transcription. A sec- 
ond set of genes, represented by group 
B, are genes whose transcription is ter- 
minated during various stages of devel- 
opment, but the irreversible restriction 
of this transcription takes place at some 
time after the genes have ceased being 
actively transcribed. The third group, 
group C, of phenotype-specific genes 
represents genes whose transcription has 
been restricted but the restriction never 
becomes irreversible. These group C 
genes, for example, might be reactivated 
at some later stage of cell function either 
in response to hormonal stimulation or 
as a regeneration response to injury. The 
last group of genes, group D, are genes 
whose transcription is never repressed 
and whose eventual presence in a cell de- 
termines its phenotype. The last bar in 
this gene set (represented by the dashed 
line in Fig. 2) indicates the possibility 
that a gene has been available for tran- 
scription but has been transcribed at low 
frequency through earlier stages in de- 
velopment; the increase in frequency of 
transcription is coincidental with the tis- 
sue differentiation phase as the cells pass 
through the commitment phase (21). 

Thus, as a cell emerges into a new spe- 
cific phenotypic compartment, there are 
two groups of transcripts which can be 
found: (i) one that represents the house- 
keeping gene transcripts and (ii) those 
that represent transcripts from genes 
that are specifically responsible for the 
phenotypic characteristics of that cell. 
Irreversible repressional events have ex- 
cluded the transcripts of some genes in 
the cell and since these restrictions are 
irreversible, the developmental potential 
of the cell is correspondingly restricted. 

Transcriptional Considerations 

This model predicts that differential 
gene expression during development 
arises by restricting or narrowing the 
transcriptional potential of cells by selec- 
tively and irreversibly repressing genes 
that were previously active. Thus, a 
cell's developmental potential is directly 
related to the diversity of transcriptional 
accessibility in its genome. The epitome 
of developmental potentiality is the ferti- 

lized egg and, therefore, according to 
this model, the genome of the fertilized 
egg should have all genes accessible to 
the transcriptional machinery. It is es- 
sential to state that, while the model pre- 
dicts that all genes are accessible to tran- 
scription in the fertilized egg, it cannot 
predict that a transcript from every gene 
be present in a single fertilized egg. This 
distinction is important because, as is 
discussed below, it is unrealistic to ex- 
pect any single cell to possess a single 
transcript from every gene in addition to 
the multiple (up to hundreds of thou- 
sands of) transcripts from some genes, 
such as ribosomal RNA genes. It may 
seem trivial to make a distinction be- 
tween a "repressed gene" and an "un- 
transcribed unrepressed" gene. How- 
ever, the model attempts to equate de- 
velopmental potential with transcrip- 
tional potential, and this latter term 
pertains to the developmental state of 
the chromatin rather than to its function- 
al products at any specific time. To be 
testable, of course, this model must pre- 
dict that the unrepressed genes (cate- 
gories C and D in Fig. 2) are transcribed 
to some extent and that, given a suffi- 
ciently large population of fertilized 
eggs, there should be at least one tran- 
script from each gene. 

The fertilized egg, in this sense would 
be comparable to the bacterium Esche- 
richia coli, which transcribes at least 96 
percent of its genetic information but 
transcribes approximately a third of this 
information only once per 300 to 1000 
cells (22). These very rare transcripts in 
E. coli are probably from "uninduced" 
genes, for which it is advantageous to 
maintain transcriptional accessibility in 
case environmental conditions change. 
Thus, in E. coli at least, genes not essen- 
tial at a given moment are accessible for 
transcription at low levels. 

The question arises as to whether it is 
valid to draw an analogy between the 
manner in which E. coli meets environ- 
mental uncertainties and the way embry- 
onic cells meet developmental uncer- 
tainties. One straightforward approach 
to test both this analogy and our model 
would be to measure the RNA diversity 
at various stages of embryonic develop- 
ment to determine whether transcrip- 
tional diversity decreases as cells be- 
come developmentally restricted. At 
present, a limited number of measure- 
ments of this type which address the pre- 
diction of the model have been made (16, 
23-27). The most comprehensive analy- 
ses have been made with sea urchin em- 
bryos by Britten, Davidson, and co- 
workers showing that polysome associ- 
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Table 1. Computation of cellular RNA populations. 

Percent- 
age Mass per Diversity Copies cet 

Species* cell in in ofeach 
(No.) nucleo- nucleo- species cell sense 

ceA tidest tides per cell strand RNA strand? 
masst 

RibosomalRNA 3 80 8 x 109 7 x 103 1.14 x 106 7 x 10-4 
Transfer RNA 50 15 1.5 x 109 5 x 103" 3 x 105 5 x 10-4 
Diverse RNA - 1061 5 5 x 108 1 x 109 0.5 100 
Prevalent copy dRNA 400? 4 4 x 108 4 x 105 1 x 103 0.04 
Single copy dRNA 10,000? 1 1 x 108 1 x 107 10 1 
Rare copy dRNA 1 x 106? 0.1 1 x 107 1 x 109 0.01 100 

*Characterization of the number of species is approximate and does not reflect complex families of tRNA or 
rRNA. tBased on estimates from (37). tBased on chick cell with approximately 1 x 1010 nucleotides 
of RNA mass per cell and a nonrepetitive sense strand genome size of 1 x 109 nucleotides [1.15 x 109 nucle- 
otide pairs (haploid) (36)]; 85 percent of which is nonrepetitive DNA (25). ?Nonrepetitive. "Here 100 
nucleotides are used as an average-sized tRNA. ?Using 1000 nucleotides as an average transcript size. 

ated messenger RNA (mRNA) diversity 
is highest at the gastrula stage and pro- 
gressively decreases in later stages of de- 
velopment. Other RNA-DNA hybridiza- 
tion analyses with specific embryonic tis- 
sues show that, with the possible ex- 
ception of the mammalian brain (27), all 
tissues lose transcript diversity as they 
proceed to differentiate (16, 23-27). 
While most of these data are consistent 
with the prediction of the model they 
cannot, in themselves, support the mod- 
el because all studies so far could not 
have detected transcripts from genes 
transcribed at low frequency which are 
of principle interest in the context of this 
model. Three problems must be ad- 
dressed. 

1) How many transcribed genes are 
there in eukaryotic genomes? 

2) Assuming all diverse genes are 
transcribed, how many cells would be re- 
quired to provide at least one transcript 
of each gene? 

3) Given the expected relative abun- 
dance of the low frequency transcripts, 
would they be detectable by current 
technology? 

The problem of the number of tran- 
scribed genes in a eukaryote has been 
the subject of debate (28-30). The prob- 
lem arises in part from the observation 
that some amphibians have more DNA 
per nucleus than man (31), which is con- 
trary to the usual concept of the relation- 
ship between "complexity" and DNA 
content, since it is clear that man is more 
"complex" than the frog. This has led 
some to postulate that most of the DNA 
in eukaryotes serves as a mutation sink 
to provide genetic flux outside the sphere 
of selection pressure (30). Similar argu- 
ments were put forth for prokaryotes a 
decade ago (32) when it was thought that 
only 10 to 20 percent of the E. coli ge- 
nome was expressed. The suggestion that 
only a fraction of the eukaryotic genome 
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is expressed is also supported, however, 
by the finding that the sequence diver- 
gence of genes coding for presumptive 
messenger RNA (mRNA) is evolution- 
arily slower than that of the bulk of the 
nonrepetitive DNA (33). These argu- 
ments, in the context of a "gene" de- 
fined only in terms of coding of an amino 
acid placement in polypeptides, indicate 
that, as an upper limit, eukaryote ge- 
nomes contain 100,000 genes (28-30), 
which is equivalent to less than 10 per- 
cent of mammalian sense strand DNA. 
However, mouse brain polysomes con- 
tain enough sequence diversity to code 
for 100,000 different average size pro- 
teins (34). Thus, measurement of gene 
diversity transcribed in a single, albeit 
complex, tissue exceeds the upper limit, 
based on these theoretical consid- 
erations. 

This problem is more complex if the 
definition of a gene is relaxed to include 
any diverse DNA sequence that is tran- 
scribed in vivo. Eukaryotic cells tran- 
scribe enormously diverse RNA popu- 
lations (24, 25, 34, 35) which, in some 
cases, is equivalent to at least 40 percent 
of the total genomic content. The fact 
that we know virtually nothing about the 
function of most of those diverse tran- 
scripts does not lessen their probable im- 
portance to the cell, which expends con- 
siderable energy in maintaining their 
turnover. If mouse brain transcribes 40 
percent of its genome (34), then it must 
be considered an open question as to 
whether all the diverse sense strand 
DNA sequence codes for RNA at some 
time during ontogeny. 

Assuming then that all diverse (non- 
repetitive) sequences in eukaryotic DNA 
are transcribed at some time and that in 
very early embryonic cells all the DNA 
is accessible to transcription, then how 
frequently are these diverse genes tran- 
scribed? The constraints of RNA mass 

become important here because at least 
90 to 95 percent of the cellular RNA is 
rRNA and transfer RNA (tRNA) (36). 
The diverse transcript population must 
fit within approximately 5 percent of the 
cellular RNA mass. 

In order to make estimates of the prob- 
able abundance of diverse RNA in the 
cell, we modeled an avian cellular RNA 
population (Table 1). Basically, there are 
three distinct populations; rRNA, tRNA, 
and diverse RNA (dRNA). Both the 
rRNA and tRNA are predominately in 
the cell cytoplasm but the dRNA is dis- 
tributed in both the nucleus and cyto- 
plasm. The relative mass of RNA in each 
population corresponds to the values of 
Soeiro et al. (37) and, if anything, is an 
underestimate of the amount of dRNA in 
an embryonic cell. If all genes were 
transcribed to an equal extent, the rela- 
tive amount of dRNA could accommo- 
date a single transcript from the entire 
nonrepetitive DNA fraction per two 
cells. However, not all genes are tran- 
scribed to the same extent in a given cell 
and transcripts from some genes are 
present in thousands of copies per cell. 
To obtain a more reasonable picture of 
the cellular dRNA population, we com- 
partmentalized it into "abundant copy," 
"single copy," and "rare copy" classes 
(Table 1). The relative abundance and 
diversity of the abundant- and single-copy 
classes correspond to what might be ex- 
pected for mRNA in adult or cultured eu- 
karyotic cells (38-40). As a class, the to- 
tal cell dRNA is probably even larger in 
mass and far more diverse (34, 41). What 
is of particular interest is that, even with 
a tissue culture cell, transcripts from the 
entire nonrepetitive fraction of the ge- 
nome could be present. This fraction, if 
present at an average transcript copy fre- 
quency of one per 100 cells, would con- 
stitute only 0.1 percent of the total RNA, 
and, if present as one copy per ten cells, 
would constitute only 1 percent of the to- 
tal cell RNA mass. 

These calculations only establish the 
possibility that RNA transcripts from the 
entire nonrepetitive sense strand DNA 
could exist in eukaryotic cell popu- 
lations. The relative mass of this popu- 
lation (<1 percent of the total RNA) 
would be too small to affect measure- 
ments of cellular RNA content or base 
composition. It is also unlikely that se- 
quences present as one copy per ten or 
per 100 cells would be detected by typi- 
cal saturation hybridization experiments 
(26, 42), although the existence of such a 
diverse class of RNA is suggested by 
some experiments. These arguments, 
while they do not argue in favor of the 
model, are important because they show 
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that such considerations do not preclude 
transcription of the entire genome in eu- 

karyotic cell populations. 
Although available estimates of tran- 

script diversity of RNA from adult and 
embryonic cells that have been made by 
saturation hybridization to nonrepetitive 
DNA (16, 23-27) generally support the 
broad outline of the proposed model, 
these measurements probably only de- 
tect RNA present at concentrations 
greater than one copy per cell. Using the 
cell RNA populations modeled in Table 
1, we would predict that the rare-copy 
dRNA would go virtually undetected in 
most, if not all, of these experiments. 
Table 2 shows the expected hybridiza- 
tion CROt values (28, 43) necessary to hy- 
bridize maximally dRNA. These calcu- 
lations were based on published values 
for hybridization kinetics as a function 
of sequence complexity (44-46). Those 
RNA species present in total cell RNA 
at a frequency of once per 100 cells (as in 
Table 1) would saturate 90 percent of 

complementary DNA sequences at CROt 
> 106. Very few saturation hybridization 
experiments achieve CROt values greater 
than 5 x 104, and hence, at best, prob- 
ably quantitate only single-copy dRNA. 

However, diverse species may be up 
to 20- to 50-fold more abundant in RNA 
prepared from nuclei (34, 37) because of 
the elimination of much rRNA. This in- 
crease in relative concentration would 
commensurately lower the CROt values 
necessary to detect these transcripts by 
hybridization (Table 2). Experiments 
with nuclear RNA (26, 34, 41) reveal lev- 
els of diversity up to ten times higher 
than when cytoplasmic RNA is ana- 
lyzed. Analysis of nuclear RNA from 
mouse brain (34) indicates that up to 40 
percent of sense strand nonrepetitive 
DNA is transcribed in this organ. Taking 
into account the high CROt values ob- 
tained (-5 x 104) and the enrichment of 
dRNA in the nucleus, it is possible that 
these measurements approach full satu- 
ration for sequences present as one copy 
per 100 nuclei (Table 2). Whether these 
measurements reflect the full diversity of 
RNA in mouse brain remains to be seen. 
Since, however, the adult brain is a high- 
ly diverse organ, then 40 percent sense 
strand transcription is not an unrealistic 
maximum transcription level in the con- 
text of the model we postulate. 

In sea urchin gastrulas, measurement 
of nuclear RNA complexity reveals a di- 
verse class of RNA ten times more com- 
plex than the cytoplasmic mRNA class 
(26). Analysis of the hybridization kinet- 
ics of this RNA class indicates that a 
class of dRNA appearing as three copies 
per 100 cells (26) could exist with tran- 
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Table 2. Predicted saturation of sense strand nonrepetitive DNA with maximally diverse RNA. 

RNA Fraction of Relative mass Expected CRot valuet 
total cell of maximally source RNA mass* diverse RNAt Chick Mouse 

Total cell 1.00 0.001 1.9 x 106 3.5 x 106 
Cytoplasm 0.95 0.001 1.9 x 106 3.5 x 106 
Polysomes 0.95 0.001 1.9 x 106 3.5 x 106 
Nucleus 0.02 0.05 3.7 x 104 6.9 x 104 

*Relative mass in RNA populations based on values from (37). tPresumptive relative mass of maximally 
dRNA (see Table 1) is based on the assumption that all of the maximally dRNA is contained in the RNA class 
in question. tExpected CROt for 90 percent hybridization is based on (i) the pseudo first-order (RNA 
driven) hybridization constant of 231 for the bX174 genome (44) and (ii) haploid sense strand nonrepetitive 
genome sizes of 4X174, chick, and mouse of, respectively, 5374 nucleotides (45), 1.0 x 109 nucleotides as in 
Table 1, and 1.87 x 109 nucleotides. These estimates are for assay of hybrid duplexes by hydroxyapatite 
chromatography (44); hybridization assays with the use of resistance to single-strand nucleases would neces- 
sitate somewhat higher CRot values to achieve 90 percent hybridization (46). We chose 90 percent hybridiza- 
tion as a reasonable value to indicate the presence of full complementarity. Hybridization to the 99 percent 
level would necessitate CRot values slightly more than two times higher. 

scripts complementary to the entire non- 
repetitive fraction of the genome. At 

present, the available high-resolution 
analysis of nuclear RNA diversity of this 

type is too limited to provide critical as- 
sessment of the validity of the model we 

postulate. However, these available data 
are consistent with the predictions of the 
model, and further experiments may pro- 
vide sufficient data to permit conclusive 
evaluation. 

New Technology 

The advent of the use of com- 
plementary DNA (cDNA) technology 
(38, 47, 48) may provide a somewhat 
more rapid approach for a partial test of 
this model. We indicate that the test 
would be partial because synthetic 
cDNA is complementary to only the 
polyadenylated RNA while nonpolyade- 
nylated RNA goes undetected. How- 
ever, the ability to radioactively label 
cDNA's to high specific activity in vitro, 
as well as the lack of cDNA self-anneal- 
ing, considerably reduces the problem of 
high "background" levels of DNA-DNA 
renaturation during RNA-DNA hybrid- 
ization experiments (16, 26, 38, 48). 
Thus, lower ratios of RNA to DNA are 
needed to detect very rare species of 
RNA. The hybridization CROt values are 
fixed physical parameters determined by 
the relative abundance of RNA and will 
not change regardless of whether cDNA 
or nonrepetitive DNA is used as a hy- 
bridization probe. Thus, the specific ra- 
dioactivity of the probe and its relative 
diversity are the two limiting factors in 
these types of measurements. 

Besides synthetic cDNA probes to 
specific mRNA's or populations of poly- 
adenylated RNA's, it is now theoretical- 
ly possible to use the new plasmid tech- 
nology (49) to obtain phenotype specific 
probes. In this case, either synthetic 
cDNA's to specific mRNA's or popu- 

lations of polyadenylated RNA's or 
(more importantly) selected pieces of 

genomic DNA can be cloned and se- 
lected. Although several experimental 
restrictions exist, the possibility of using 
this approach is being tested for sea ur- 
chin, drosophila, and frog development 
(50), and the results of these measure- 
ments can be used to test this model. 

Two published experiments, with 
cDNA probes, can be interpreted in 
terms of the model presented here. The 
cDNA to ovalbumin mRNA has been 
used to measure the concentration of 
ovalbumin in oviduct tissue at different 
developmental ages and under the influ- 
ence of estrogen stimulation (51). These 
measurements show that estrogen modu- 
lates the transcription of the gene for 
ovalbumin mRNA. However, in unstim- 
ulated immature oviduct, and in estrogen 
withdrawn oviduct, there is evidence for 
the presence of ovalbumin mRNA at 
very low relative concentrations (51). 

It would be more convincing in terms 
of the model, however, if a specific gene 
transcript was found in cells that would 
never be expected to express that gene. 
Such a finding is reported by Humphries 
et al. (52) who show that globin mRNA is 
detected in the nuclei of nonerythroid 
cells and in cultured cell lines. In both of 
these cases, the presence of the "pheno- 
typically inappropriate" transcript in- 
dicates that these regions of the genome 
are transcriptively accessible. In addi- 
tion, these transcripts appear to be pres- 
ent at two to 100 copies per nucleus. 
These results are encouraging because 
they suggest not only that the basic tenet 
of the model of transcriptional accessi- 
bility may be correct, but also that the 
estimate for relative abundance of di- 
verse RNA outlined in Table I may be 
too severely restricted. If so, the prob- 
lems of detection may be considerably 
easier to overcome. 

To summarize, the transcriptional 
considerations of this model dictate that 
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developmental potential is equitable to 
transcriptional accessibility and that, in a 
cell with maximum development poten- 
tial, all genes should be transcribed at a 
low level. The available data from pro- 
karyotes suggest that this means of main- 
taining diversity of genomic response 
does occur in nature. Available measure- 
ments with eukaryotes regarding tran- 
scriptional changes during embryogene- 
sis give limited support to the model, but 
definitive evaluation requires further ex- 
perimental information. The essential 
point of these considerations is that no 
available evidence precludes the basic 
assumptions of the model (53). 

Specific Developmental System for 

Possible Test of the Model 

The strongest information concerning 
molecular events of development comes 
from studies of terminal differentiation 
systems. These systems represent 
branch points where decisional events 
involve the synthesis and morphological 
structuring of complicated end organs 
and tissues. For a molecular model to be 
relevant, it must function at both ends of 
development: the beginning events in- 
volving restriction of developmental po- 
tential and the final events when mor- 
phogenesis is taking place. The devel- 
oping limb system is a suitable example 
for discussion because it represents a 
dramatic branch point and because, in 

the discussion of limb regeneration, we 
can make the strong point that dedif- 
ferentiation and subsequent redifferen- 
tiation do not exist. 

Also, the normal and regenerating 
limb provide a biological and molecular 
development system that may be of 
eventual use in testing the irreversible 
gene repression model. (i) The limbs are 
external appendages and readily acces- 
sible to experimentation. (ii) The se- 
quence and temporal events involved in 
the differentiation and development of 
the limb appear to be relatively synchro- 
nous (54). (iii) The two prominent pheno- 
types, muscle and cartilage, develop 
from the limb mesenchymal cell and are 
phenotypically distinct and minimally 
overlapping. For example, one pheno- 
type precipitates contractile proteins in- 
tracellularly while the other deposits 
complex mucopolysaccharides extra- 
cellularly; one is aerobic while the other 
is anaerobic; one has cell division irre- 
versibly inhibited while the other allows 
cell division to proceed albeit at a low 
rate. (iv) Rudimentary evidence suggests 
that the progenitor cells to muscle and 
cartilage may be expressing low levels of 
molecules for both phenotypes with the 
eventual accentuation of one phenotype 
(55-57). (v) The developmental changes 
represent the final developmental deci- 
sion these cells must make and, for the 
model to be valid, the end of the devel- 
opmental spectrum should also fit the re- 
straints dictated by the model. 

Fig. 3. Experiments by Searls and his colleagues (56, 62-64) in which a block of tissue that 
includes cells from the prechondrogenic and the premyogenic zone are rotated 180? and trans- 
planted to recipient hosts. Before stage 25, the tissue would exhibit chondrogenic or myogenic 
properties as dictated by its new position. If this experiment is done after stage 25, the tissue 
would exhibit myogenic or chondrogenic properties as indicated by its position of origin. These 
data indicate that stage 25 is a critical stage in the differentiation process, resulting in myogenic 
or chondrogenic phenotypes. 
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Normal and Regenerate Limb 

Development 

The development of cartilage and 
muscle in the avian limb has a number of 
common features with the appearance of 
specific phenotypes in other developing 
tissue. Cells predestined to become in- 
corporated into limb tissue arise in a dis- 
crete area in the flank of the developing 
embryo (58). Eventually, one can identi- 
fy two areas in the flank region which be- 
come the anterior and posterior limbs 
(Fig. 1). As development proceeds, dif- 
ferential rates of cell division between 
flank mesenchyme and presumptive limb 
mesenchyme produce bulges referred to 
as limb buds. As limb buds become rec- 
ognizable, the limb ectoderm changes 
and becomes specific for limb and may 
no longer be exchanged for other ecto- 
derm in other areas, such as the flank 
(59). At the same time, the fate of the 
limb mesenchyme becomes even more 
restricted. For example, wing mesen- 
chyme transplanted into leg ectoderm 
"jacket" will always differentiate into 
wing structures; the form component 
and thus the three-dimensional juxtapo- 
sition of muscle and cartilage pheno- 
types is predetermined into these tissues 
(60, 61). 

Limb mesenchymal cells are a com- 
mon pool of progenitor cells giving rise 
to muscle and cartilage (eventually 
bone). At early limb stages a single mes- 
enchymal cell probably has the capacity 
to differentiate into either muscle or car- 
tilage cells, but commits itself to either 
muscle or cartilage differentiation at a 
specific time. In the chick wing, this 
phenotypic commitment or stabilization 
takes place at stage 24 to 25 (about 41/2 
days of incubation) (62). Mesenchymal 
cells microsurgically transferred (Fig. 3) 
from the premyogenic area to the pre- 
chondrogenic area prior to this special 
time of commitment or stabilization will 
differentiate as determined by their new 
local environment (that is, cartilage). 
However, if such a transfer from the pre- 
chondrogenic area to premyogenic area 
is made after the stabilization event, the 
phenotype that develops will be deter- 
mined by the site of origin of that trans- 
planted tissue; in this case, chondrogenic 
elements will develop in the myogenic 
area (63). Such observations support the 
view that limb mesenchymal cells before 
the stabilization or commitment event 
seem to have the ability to elaborate both 
phenotypes. 

In context of the irreversible gene re- 
pression model, the uncommitted limb 
mesenchymal cells probably have the 
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macromolecular machinery for both 
phenotypes, muscle and cartilage. En- 
zymes involved in the synthesis of carti- 
lage extracellular matrix materials are 
present in very early limb buds a full 24 
to 36 hours prior to stabilization and 
commitment events (54, 57); also muscle 
myosin may be present prior to the stabi- 
lization and commitment events (57). 
Whether each mesenchymal cell synthe- 
sizes macromolecules specific both to 
muscle and cartilage is not yet known. 
However, such a possibility has prece- 
dence in the case of muscle development 
in which specific repression of one phe- 
notypic-specific macromolecule seems 
to be well documented. The breast 
muscle and leg muscle of the chick em- 
bryo have a very similar spectrum of 
macromolecules with the important ex- 
ception that myoglobin is present in leg 
but absent in breast muscle. Myoglobin 
is synthesized in the early breast muscle 
development, but its synthesis is shut off 
during the later phases of this process. 
Data presented by Heywood (64) further 
indicate that the mRNA from myoglobin 
is present during the early synthesis 
phase of this process, but absent later, 
suggesting the possibility that its tran- 
scription had been developmentally 
repressed. These observations indicate 
that macromolecules and machinery spe- 
cific for the two divergent phenotypes 
are present long before these phenotypes 
are fully expressive or developmentally 
stabilized. 

Phenotype-specific macromolecules in 
progenitor cells prior to divergent ex- 
pressional and commitment events is not 
an exclusive property of chick limb mes- 
enchymal cells. For example, in the de- 
velopment of neural crest cells into ele- 
ments of the sensory and sympathetic 
nervous systems, the progenitor cells 
contain both cholinergic- and adrenergic- 
specific molecules. As these cells further 
develop, the synthesis of one or the oth- 
er of these compounds is terminated 
coincident with the emergence of specif- 
ic sensory or sympathetic phenotypes. 

Taken together, these observations 
support the interpretation that in limb 
mesoderm cells, the genes coding for 
muscle- and cartilage-specific macromol- 
ecules are open and transcribed, albeit at 
relatively low rates. If this extreme inter- 
pretation is correct, then differentiation 
in this case could be viewed as the selec- 
tive stabilization of transcription of one 
set of genes with the irreversible repres- 
sion of others. The assertion that a gene 
coding for one phenotype is irreversibly 
repressed is based on the fact that in no 
case has a cell been observed to dedif- 
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Fig. 4. The influence 
of NAD on chick limb 
mesenchymal cell dif- 
ferentiation into mus- 
cle and cartilage cells. 
The external concen- 
tration of nicotinamide 
influences the intercel- 
lular pool size of NAD, 
which seems to in- 
fluence the choice be- 
tween muscle and 
cartilage develop- 
ment (65, 66). 

High 

MUSCLE 

ferentiate (revert to a more embryonic 
state) and then proceed into a different 
developmental compartment. 

Experimentation in our laboratory has 
centered around the question of what 
controls the choice of phenotypic ex- 
pression of limb mesenchymal cells to 
muscle and cartilage phenotypes (65, 
66). As is discussed above, the environ- 
ment in which the cells find themselves 
is phenotypically deterministic. Our ex- 
periments indicate that the intracel- 
lular nicotinamide adenine dinucleotide 
(NAD) pool plays a controlling role in 
this choice mechanism governing the dif- 
ferentiation of cartilage or muscle pheno- 
types with high internal pool sizes of 
NAD dictating muscle differentiation 
and low internal pool sizes of NAD dic- 
tating chondrogenic expression (Fig. 4). 
The internal pool sizes of NAD within 
mesenchymal cells are directly deter- 
mined by the extracellular concentration 
of its precursor, nicotinamide, which is 
transported from the yolk to distal areas 
like the limb by the developing circula- 
tory system. 

In the limb, the developing vascular 
system establishes two different nutrient 
areas. One is highly vascularized in the 
premyogenic area, which results in high 
nutrient and nicotinamide levels, and a 
second area has low nicotinamide and 
nutrient levels. The vascular system dif- 
ferentiates and establishes these two 
separate nicotinamide-rich and nicotin- 
amide-poor environments long before 
stage 24 to 25 (66). The mesenchymal 
cell genome seems to be geared to re- 
sponding to such environmental cues by 
differentiating into the phenotype as dic- 
tated by their intracellular NAD pool 
size, which are a result of the differential 
delivery of nicotinamide by the vascular 
system. 

Low NAD 

I , 

Mesenchymal cell chromatin responds 
to (or senses) cytoplasmic NAD pool siz- 
es by synthesizing poly(adenosine di- 
phosphate-ribose), which is covalently 
bound to both histone and nonhistone 
proteins (67). The synthesis of poly- 
(ADP-ribose) is directly correlated with 
the differentiation and stabilization 
event, and the newly synthesized 
poly(ADP-ribose) is bound to a discrete 
subfraction of chromatin (68). It is clear 
from the emphasis of this review that we 
would favor the role of newly synthe- 
sized poly(ADP-ribose) in specifically 
and irreversibly repressing certain gene 
sequences. 

Although hybridization data are not 
available for the transcriptional events 
taking place during the decisional pro- 
cess of limb mesenchymal cells, two hy- 
bridization studies are available for 
events involved in the muscle develop- 
ment pathway. 

1) Using saturation hybridization to 
unique sequence DNA, we have shown 
that the transcript diversity stays rela- 
tively high and constant during the major 
cytological phase of limb muscle devel- 
opment. A 50 percent decrease in the 
RNA diversity is observed after day 16 
of embryonic development (25). Thus, a 
high level of transcript diversity, most of 
which is probably nuclear-restricted, is 
observed during the prominent cyto- 
logical events of muscle development. 
The final phases of muscle development 
are marked by a massive repression 
event seen as a decrease of transcript 
diversity. 

2) On a mass basis, 80 to 85 percent of 
the transcripts that contain polyadenyl- 
ate [poly(A)] are present in approximate- 
ly the same frequency throughout all 
muscle developmental stages and also in 
other embryonic tissues (69). Briefly, a 
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cDNA probe was synthesized from 9- or 
14-day leg muscle total poly(A)-RNA. 
This probe hybridizes 80 to 85 percent 
with RNA from all stages of muscle de- 
velopment tested as well as embryonic 
brain. These analyses indicate that tran- 
script diversity differences as well as de- 
velopmental events are controlled by a 
relatively limited population of tran- 
scripts. Thus, rather subtle differences in 
RNA populations seem to account for 
striking changes in developmental and 
cytological events. 

The Regenerating Limb 

The regenerating newt limb has been 
used to suggest that dedifferentiation 
was possible. Dedifferentiation implies 
that a committed and expressive cell can 
reenter its more embryonic progenitor 
compartment and then be capable of a 
phenotypic choice once again. In the 
case of the newt regenerate, for ex- 
ample, this concept would predict that a 
cartilage cell could dedifferentiate and 
divide, and its daughter cells could enter 
the muscle compartment. Our model 
maintains that this does not happen and 
the newer experimental evidence seems 
to support this view (70, 71). 

ACTIVATION - REPRESSION 
MODEL 

Differentiation gene 
state a b c d e f g h i k I m n 

I m*H* MH * H ***1 

I _ ___ 

F _' * H H 

V H H I - - _= 

Differentiation state 
n Differentiation state 

specific gene 

H Housekeeping gene 

-RNA transcript 

When the distal quadrant of the newt 
limb is amputated, a healing response 
takes place in the skin, and subsequently 
the underlying tissue (of mesoderm ori- 
gin) begins to lose structural organiza- 
tion and large numbers of cells can be 
seen dividing at the distal tip, referred to 
as the developing blastema. The origin of 
the cells within this blastema is some- 
what controversial. The two prominent 
views are, first, that the cells of the blas- 
tema arise from dedifferentiation of pre- 
existing muscle and cartilage cells and, 
second, that, although some cells within 
the blastema have their origins in pre- 
existing phenotypes, the majority of cells 
arise from the selective proliferation of a 
group of "mesenchymal" cells that have 
not yet committed themselves to a spe- 
cific phenotype. Experiments done to 
date do not support the view that cells can 
dedifferentiate into a more embryonic 
type which is then capable of dif- 
ferentiating into one or more other 
phenotypes. For example, a chondro- 
cyte can have its surrounding extra- 
cellular matrix removed and it can un- 
dergo multiple divisions. However, the 
daughter cells of these divisions clearly 
differentiate into chondrocytes again and 
not into myogenic elements (70). Like- 
wise, it is not known whether nuclei 

IRREVERSIBLE - REPRESSION 
MODEL 

gene 

a b c d e f g h i i k I m n 

_* Hi H * 1 * * *1 
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L* H H * * -1* 
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, 
Repressed gene 

D TTranscriptionally 
accessible unrepressed 

gene 

Fig. 5. Comparison of the activation-repression model and the irreversible-repression model. In 
each case, the complexity and frequency of the abundant transcripts are the same, with the 
exception that, in the irreversible-repression model, some genes are transcriptionally accessible 
and are transcribed at very low frequency. It is assumed that the majority of the genome is not 
repressed in the fertilized egg in the irreversible-repression model while the activation of pre- 
viously repressed genes accounts for the change in transcript complexity in the other model. 
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from multinucleated muscle cells give 
rise to chondrogenic elements. How- 
ever, a discrete subpopulation of mono- 
nucleated cells associated with multi- 
nucleated muscle cells are capable of di- 
viding and then differentiating into either 
muscle or cartilage phenotype. These 
muscle "satellite cells" are probably 
undifferentiated mesenchymal cells 
which are still capable of choosing the 
cartilage or muscle developmental path- 
way and have not yet committed them- 
selves to a specific route. 

Thus, the regenerating limb must form 
an "embryonic-like" population of cells 
in response to initial surgical insult in 
concert with other environmental sig- 
nals. The muscle and cartilage cells 
which differentiate from this population 
arise only from cells committed to one 
phenotype or the other prior to regenera- 
tion, and thus no reversibility of pheno- 
typic commitment or fate occurs. Each 
cell type, however, retains the informa- 
tion for restructuring the limb com- 
ponent, both in terms of molecular com- 
ponents and three-dimensional form 
components. This undoubtedly calls up- 
on reexpression of genes not expressed 
in the adult limb, but this reexpression 
occurs within a relatively narrow spec- 
trum of genes specific to each pheno- 
type. If genes were generally either sim- 
ply repressed or derepressed, this would 
provide no compelling explanation of 
why phenotypic commitment is retained 
by regenerating cells. The fact that 
phenotypic commitment is retained sup- 
ports the concept that some genes be- 
come irreversibly repressed during nor- 
mal development. Thus, the fact that re- 
generation occurs at all suggests that 
some genes are available for expression 
during such a response, but these genes 
are not repressed to the same degree as 
genes specific to a completely different 
phenotype. 

The developing and regenerating limb 
system represents one possible system 
for testing the model and has advantages 
over the fertilized egg and early embryo 
systems because of the limited number 
of possible phenotypes and greater mass 
of tissue being analyzed. Together, these 
two systems (fertilized egg and limb) rep- 
resent the very beginning and very end 
of a specific developmental spectrum 
and yet possess many features in com- 
mon such as the sensitivity to external 
environment and the possibility that 
phenotype-specific sequences are tran- 
scribed prior to further development. If 
our proposed model has general validity, 
it should apply equally well to either ex- 
treme of a developmental spectrum. 
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Conclusions 

With the above considerations in 
mind, the irreversible gene repression 
model is compared to the gene activa- 
tion-repression model in Fig. 5, which 
shows the progressive changes in the 
transcriptional status of the genome for 
both models as early embryonic cells 
(line I) progress through successive de- 
velopmental states (lines II and III) to a 
fully differentiated adult cell (line IV). 
The genomes are similar in that house- 
keeping genes (designated H) and pheno- 
type-stage-specific genes (designated *) 
are transcribed frequently to give an 
abundant class of RNA that is identical 
in complexity in both cases. However, 
many genes that are repressed in the ac- 
tivation-repression model are accessible 
to infrequent transcription in the irre- 
versible repression model, and this gives 
rise to a small but highly diverse popu- 
lation of RNA in the latter. 

Given that the final differentiation 
state (IV) is identical in the two models, 
the chief difference lies in the path by 
which the genome achieves the final 
stage of differentiation and how the ge- 
nome can modulate its differentiation 
state to alter its differentiation path or to 
assume a more "embryonic status" dur- 
ing a healing or regeneration response. 
For the activation-repression model, the 
mechanisms for these changes and re- 
sponses are simple, at least in concept. 
When transcription of a gene is neces- 
sary, it is "turned on"; when unneces- 
sary, it is "turned off." This straight- 
forward mechanism needs no further 
conceptual explanation (72). 

The conceptual explanation of the irre- 
versible repression model is more com- 
plicated because the status of the ge- 
nome should explain the cascade of de- 
velopmental fate described earlier, as 
well as the production of prevalent gene 
products. In the irreversible repression 
model, at early states of development 
(state I) there are also genes that are 
"turned on" and those which are 
"turned off"; but the majority of genes 
are accessible for transcription, although 
many are transcribed only to a limited 
extent. Gene b represents a gene that is 
always repressed and never available for 
transcription in this cell regardless of the 
state of differentiation. Gene a, on the 
other hand, is one whose products are 
necessary to define developmental state 
III. In the activation-repression model, 
this gene is turned on at state III but is 
repressed at earlier and later stages; in 
the irreversible repression model, it is 
transcribed frequently at state III but is 
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available and transcribed at low frequen- 
cy at states I and II. As development 
proceeds from state III to state IV, this 
gene is irreversibly repressed. 

Gene c is one whose expression is nec- 
essary throughout the earlier stages of 
development (states I, II, and III) but not 
in the final state IV. In this case, the acti- 
vation-repression model would dictate 
that this gene be repressed in the final 
differentiated state while irreversible re- 
pression model does not make such a 
stringent demand upon the transcription 
apparatus and this gene can be open but 
transcribed to only a minor extent. 
Genes e and g represent housekeeping 
genes whose transcription is constant 
and continuous during all stages of de- 
velopment. The products of gene h are 
not essential at any states of develop- 
ment and is irreversibly repressed in the 
final state of differentiation and develop- 
ment. Gene h could, for example, repre- 
sent a gene which permits a develop- 
mental choice at some earlier stage of de- 
velopment. If this choice is not exercised 
by a certain time, the developmental fate 
is fixed and this gene is repressed irre- 
versibly. 

In a line-by-line analysis of these mod- 
els, the key difference between the two 
models lies in the fact that the activation- 
repression model requires that each spe- 
cific gene be either "on" or "off," while 
the irreversible gene repression model 
dictates that the majority of genes are ac- 
cessible to transcription early in devel- 
opment with the eventual irreversible re- 
pression of these genes as development 
proceeds. In each case as modeled in this 
figure, the complexity of the abundant 
transcripts is approximately the same 
with the only difference being the rare 
transcripts of transcriptively accessible 
genes in the irreversible model. 

The definitive test of this model would 
be an assay which could assess the tran- 
scriptional status of accessibility of each 
gene in the cell's genome. Several at- 
tempts of assaying for gene accessibility 
have been made with specific cDNA's to 
determine whether specific genes are 
transcribed either in vivo or in vitro 
when purified chromatin preparations 
are used (73, 74). In one case, when high- 
ly purified cDNA to ovalbumin mRNA 
was used, it appears that, in progenitor 
oviduct tissue and hormone-unstimu- 
lated tissues, there was infrequent tran- 
scription of the ovalbumin gene at a level 
of several orders of magnitude lower 
than found in fully adult oviduct that had 
been estrogen-stimulated. In the separate 
case of isolated chromatin and in vitro 
transcription assay (73), it seems clear 

that the ovalbumin gene is accessible to 
RNA polymerase, regardless of the state 
of activation of oviduct tissue. 

Others have shown that fibroblasts 
transformed by infection with Rous sar- 
coma virus begin to transcribe RNA 
which hybridizes with the DNA com- 
plementary to hemoglobin mRNA (75). 
Two explanations are possible for such a 
finding: (i) transformation derepresses 
certain genes, or (ii) transformation in- 
creases the frequency of transcription of 
certain genes that were already acces- 
sible to transcription. To choose be- 
tween these two possibilities, it would be 
necessary to obtain an estimate of the 
minimal number of transcripts of the he- 
moglobin gene in the fibroblast popu- 
lation prior to transformation. In this re- 
gard, Humphries et al. (52) demonstrate 
that the hemoglobin gene is transcribed 
at low frequency in fibroblast cells and 
other nonhematogenic tissue. This evi- 
dence would tend to support the latter 
hypothesis regarding the mechanism of 
transformation-mediated transcription of 
the hemoglobin gene. 

This last-mentioned example illus- 
trates a second important difference be- 
tween the gene activation and irrevers- 
ible repression model because, in the irre- 
versible repression model, some genes 
may be accessible to the transcription 
machinery, although in the normal dif- 
ferentiated states these sequences are 
transcribed to a minor extent. Increased 
transcription of such genes as a response 
to environmental stimuli (either normal 
or abnormal) would thus be augmenta- 
tion of an already established genomic 
state rather than specific activation of a 
repressed gene. Available data indicate 
that the abnormal function or growth (or 
both) of cells in response to the in- 
troduction of teratogen may be the result 
of potentiation of transcription of genes 
that are already accessible rather than 
being the result of specific gene activa- 
tion. Teratogenic effects take place 
quickly and are usually the result of nar- 
row changes in cell expression. It is pos- 
sible that teratogenic effects are directly 
related to transcriptional accessibility 
and the abnormal accentuation of tran- 
scription of genes from the low-frequen- 
cy group. Again, direct testing of this 
possibility can occur coordinately with a 
test of the irreversible repression model. 

In summary, a model has been put 
forth that attempts to integrate the 
known biological and molecular features 
of embryological systems. This model is 
testable at a variety of levels, and its ar- 
ticulation may serve to stimulate such 
activity. 
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