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Distinguishing Characteristics 

Traditionally, glasses are defined as 
bodies formed by the continuous hard- 
ening or solidification of a liquid. Dif- 
fraction examinations have always 
proved them to be structurally amor- 
phous, by which we mean that any 
translational correlations in the equilibri- 
um positions of the constituent mole- 
cules die out within distances of a few 
molecular diameters. Amorphous solid 
bodies also may form by various discon- 

part of their cohesion is due to highly di- 
rected covalent bonds. 

Recent experience has extended great- 
ly the number and chemical variety of 
materials which have been put into 
amorphous solid form and has indicated 
that directed covalency is not as impor- 
tant a condition for glass formation as 
had been supposed. Thus many simple 
molecular substances, such as toluene, 
are now included among the glass 
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tinuous condensation processes from 
fluids, either gas or liquid, which are 
highly dilute in the solidifying constitu- 
ent. Often there is no discernible dif- 
ference between the molecular configu- 
rations in an amorphous solid formed by 
condensation and one formed by liquid 
solidification. Consequently, despite vig- 
orous objections of glass technologists, 
the terms glassy and amorphous solid 
states are often used interchangeably. 

The glasses with which we are most fa- 
miliar are nonmetallic and silicate-based. 
They have been most noteworthy tech- 
nologically, over many centuries, for 
their extraordinary transparency to radi- 
ation in the visible range. A substantial 
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formers. More remarkably, some of the 
most recent experience has shown that 
certain metal alloys, in which directed 
covalency must be minimal, can be put 
into amorphous solid form by con- 
densation or melt solidification. 

These findings have again, and more 
forcefully, directed attention to the prob- 
lem of what uniquely distinguishes the 
amorphous solid state, in its many mani- 
festations, from the crystalline and fluid 
states of matter. In this article we pre- 
sent a perspective on this problem. We 
then discuss the striking and quite 
unique electrical, magnetic, and mechan- 
ical behavior of some of the newly dis- 
covered glassy metals from this per- 
spective. We have not attempted a com- 
prehensive survey of the now extensive 
literature on glassy metals, much of 
which is discussed, from various view- 
points, in several recent reviews (1-10). 

Macroscopically, amorphous and 
crystalline solids are distinguished from 
fluids by their resistance to shape change 
or flow, usually specified by the magni- 
tude of the shear viscosity, r/. The flow 
resistance of materials under various 
conditions exhibits a continuum of val- 
ues, so the choice of the upper limit of 
the viscosity of the fluid range is arbi- 
trary. Practically (11), this limit is usual- 
ly taken to be j -~ 1015 poise; at this vis- 
cosity a body would substantially main- 
tain its shape against small shearing 
forces for periods up to 1 day. For refer- 
ence, at room temperature the vis- 
cosities of many common liquids, such 
as water, ethyl alcohol, and mercury, are 
near 10-2 poise. 

Microscopically, a somewhat sharper 
distinction between solids and fluids can 
be made in terms of the nature of the mo- 
tions of the constituent molecules. The 
motions are wholly oscillatory in the 
ideal solid, while in fluids they are in sub- 
stantial part (wholly in the ideal limit) 
translatory. This means that in a solid 
there exists, during the periods of obser- 
vation, a well-defined set of equilibrium 
positions about which the molecules os- 
cillate. The fluid exhibits no such set of 
positions, and its structure must be char- 
acterized in terms of a most probable 
configuration of molecular positions rela- 
tive to that of a moving reference mole- 
cule. 

The equilibrium positions in the crys- 
talline solid, in contrast with those in the 
amorphous solid, are correlated trans- 
lationally over many molecular spacings. 
To compare the configurations of equi- 
librium positions in crystalline and 
amorphous solids it is important to speci- 
fy certain elements of the short-range or- 
der (SRO). These include the number, z, 
of immediate neighbors and the separa- 
tions, rz, of these neighbors from the ref- 
erence molecule. Also, since the SRO 
can exhibit essentially different topol- 
ogies even with the same values for both 
z and rz, the angular distributions of the 
near neighbors must be given. This char- 
acterization of the SRO is provided most 
conveniently by the Voronoi or, more fa- 
miliarly, the Wigner-Seitz (W-S) con- 
struction. This construction is made by 
passing perpendicularly bisecting planes 
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through each line connecting the center 
of the reference molecule to the center of 
every other molecule in the body. The 
innermost polyhedron so formed is usu- 
ally known as the W-S cell. Its faces and 
the lengths of the lines which they bisect 
define, respectively, z, and r: values. 
The topology of the SRO is specified by 
the shape of the cell. 

We may choose a molecular unit, or 
basis, consisting of one or more atoms, 
in the crystal such that the W-S poly- 
hedra are identical for all units. In con- 
trast, the W-S polyhedra of an amor- 

phous solid, however the basis is cho- 
sen, will vary in form and size. We 
shall see that the average values of z and 

r, of amorphous solids, as defined by the 
W-S construction, are fairly well estab- 
lished. The major controversies con- 
cerning amorphous solid structure and 
its relation to crystal structure center on 
the topology of its SRO. 

Thermodynamic Characterization 

It is well established that materials are 
more stable in some crystallized state, 
single or polyphase, than in their 
amorphous solid forms. Further, all 

amorphous solids tend to relax toward 

lower-energy amorphous states by slow 
molecular rearrangements which, in con- 
trast to the heterogeneous crystallization 
processes, occur homogeneously. The 
time constants, rc, for molecular rear- 

rangements in glass-forming liquids scale 
roughly as the shear viscosity, such that, 
for example, c - 1 day at the solidi- 
fication point, where r7 - 1015 poise. At 
this point 1r and rT are increasing sharply 
with decreasing temperature, typically 
by a factor of 2 to 3 per degrees Cel- 
sius. From this behavior it is apparent 
(12) that at only a few degrees below the 
solidification point Tr becomes so large 
that the amorphous solid will not, in 
practice, reach configurational equilib- 
rium but will be "frozen" in a single 
configuration. Thus the amorphous solid 
state, although its SRO may be topo- 
logically unique, is thermodynamically 
neither stable nor well defined. How- 
ever, an isolated amorphous solid will 
persist in its configurationally frozen 
state without crystallizing for all periods 
over which observation is practical. 

During configurational freezing the 
heat capacity, Cp, of the melt usually 
drops sharply (see Fig. 1) to levels near 
those of the crystallized system (12). 
This drop reflects only the loss of the 
configurational freedom, and the slower 
the cooling, the lower the temperatures 
at which it occurs. At normal cooling 
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Fig. 1. Idealized representation (26, 27) of 
rheological and thermal manifestation of the 
melt e- -4 glass transition in metal alloys. (a) 
Temperature dependence of the heat capacity 
of the pure host metal in its liquid and crystal- 
line forms near the thermodynamic melting 
temperature, Tm. (b) Dependence of the heat 
capacity on the temperature of the same alloy 
in its several states. (c) Dependence of the 
shear viscosity and the time constant for flow 
of a glass-forming molten alloy on temper- 
ature. 

rates (for example, 10-2 ?C per second) 
the range of temperatures centers at the 
value, called the glass temperature, Tg, 
at which r7 - 1013 poise. The magnitude 
of the drop in Cp at the melt -> glass 
transition is large (for example, 50 per- 
cent) for most glass formers, but it is 
hardly detectable (13, 14) in the tetrahe- 
drally coordinated systems SiO2 and 
GeO2. The occurrence of configurational 
freezing is not limited to glass formation. 
For example, a crystalline alloy which is 
compositionally disordered is frozen into 
a particular configuration at low temper- 
atures, where interatomic positional ex- 
changes are practically precluded by the 
high kinetic resistance to them. How- 
ever, the thermal manifestation of this 
freezing is not nearly so striking as in the 
glass transition, since the temperature 
dependence of atomic transport in crys- 
talline alloys is generally much smaller 
than that of rc at the glass transition. 

In contrast to its behavior in the glass 
transition range, 7r is usually quite small 
and only increases slowly with falling 
temperature at and just below the ther- 
modynamic crystallization temperature, 
Tm. The several models (15-19) ad- 
vanced to account for the sharply in- 
creasing dependence of rc on T (see Fig. 
1) as Tg is approached are all based on 
the concept that molecular rearrange- 
ment in the melt requires a highly corre- 
lated set of molecular motions. 

Despite the rapidity with which they 

come to configurational equilibrium at 
T > Tg, most melts, when not in contact 
with extraneous crystals, exhibit ex- 
traordinarily high resistance to crystal 
nucleation to temperatures far below Tm 
(for example, to 0.75 Tm, or, for many 
glass formers, to all T). In this under- 
cooled regime the melt is in a well-de- 
fined metastable state in which configu- 
rational equilibrium is virtually main- 
tained. The heat capacity change, ACp, 
for the crystal -> melt transition is posi- 
tive and, indeed, increases with under- 
cooling. Thus, the entropy of melting, 
ASm, continually decreases with increas- 
ing undercooling to the configurational 
freezing point. Kauzman (12) docu- 
mented this trend and noted that if it con- 
tinued into the temperature range below 
Tg, ASm for many systems would go to 
zero at temperatures well above 0?K. 
This behavior implies that if configura- 
tional equilibrium could be maintained 
below Tg, the amorphous system would 
undergo a continuous transition to a sol- 
id with negligible configurational en- 
tropy. The configuration of this hypo- 
thetical solid is a major problem for the 
theory of the glass state. Kauzman 
thought that it must be crystalline, which 
would mean that a continuous transition 
from the amorphous to the crystalline 
state is possible. Opposed to this is the 
view that the system is tending toward 
an "ideal" amorphous solid state, in in- 
ternal equilibrium, characterized by an 
SRO which is topologically unique and 
distinct from that of crystals. A structur- 
al basis for this concept was first pro- 
vided by Zachariasen's random network 
model (20), described in a later section, 
for amorphous solids. Later, Gibbs and 
DiMarzio (21) provided a statistical basis 
for understanding how the configura- 
tional entropy might virtually disappear 
in the formation of an ideal amorphous 
solid. 

The main features of the thermal and 
crystallization behavior just outlined are 
exhibited by metallic as well as by non- 
metallic melts. While Cp(T) follows a 
downward course with rising T for most 

pure metal melts (22), it intersects the 
Cp(T) curve for the corresponding crystal 
at a temperature, TI, which ranges, de- 
pending on the metal, from 0.9 to 1.1 Tm. 
As T falls below TI, ACp is positive and 
increasing so that ASm is decreasing. 
This trend continues in the undercooled 
range as far as measurements have been 
extended. Thus the problem of the na- 
ture of a state of very low configurational 
entropy approached continuously from 
the melt arises for metals as well as non- 
metals. 

Pure metal melts can sustain under- 
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coolings of 0.2 to 0.3 Tm for long periods 
without crystallization even though crys- 
tallization fronts, when formed by seed- 
ing or homogeneous (unseeded) nucle- 
ation, move at extremely high speeds (up 
to 100 meters per second) (23). This be- 
havior suggested that crystal nucleation 
results only from configurations which 
require substantial topological recon- 
struction of the SRO of the melt and 
which, therefore, rarely occur. On this 
basis, Cohen and Turnbull (15, 24) pre- 
dicted that an ideal amorphous solid 
state of monatomic systems should exist. 

When quenched at the highest avail- 
able rates to temperatures below 0.7 Tm, 
pure molten metals have always crystal- 
lized. This behavior probably reflects the 
occurrence of copious homogeneous nu- 
cleation of crystals at T . 0.7 Tm and the 
fact that the Tg's of pure metal lie far be- 
low 0.7 Tm. However, beginning with the 
experiments of Duwez and associates 
(25), a number of metallic alloys have 
been melt-quenched to amorphous solid 
form. Chen and Turnbull (26, 27) demon- 
strated that at least some of these alloys 
exhibit both the thermal and rheological 
manifestations of the melt <- -> glass 
transition typical of glass formers (see 
the schematic representation of transi- 
tion behavior in Fig. 1). These are the de- 
velopments which established that met- 
als can form "proper" glasses and stimu- 
lated a broader perspective on the nature 
of the glass state. 

is metallic, are shown in Figs. 2 and 3. 
The first peak in the RDF occurs at the 
most probable position of nearest-neigh- 
bor atoms, and the area under it gives the 
coordination number at this position- 
that is, the average number of nearest 
neighbors of the reference atom. Such 
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Structure of Amorphous Solids 4.0 

We have noted that the central prob- 
lem of amorphous solid structure is to 
fully characterize its SRO and to estab- 
lish the topological rules which deter- 
mine it. The oldest and most frequently 
used method of partly achieving this 
characterization is by Fourier inversion 
of the x-ray, electron, or neutron radia- 
tion diffracted by the solid, which gives 
information on its average atomic arrange- 
ment. This method was introduced by F. 
Zernike and J. A. Prins in 1927 and is de- 
scribed in detail in many publications; 
for example, see the book by Warren 
(28) or Cargill's review (7). 

This Fourier inversion of diffraction 
data yields the radial distribution func- 
tion (RDF) 47rr2p(r)dr, where p(r) is the 
average density of atoms at distance r 
from a reference atom. At large r,p(r) ap- 
proaches the average density, p,, of the 
solid as a whole. A typical experimental- 
ly determined RDF, for amorphous ger- 
manium (29), which is a semiconductor, 
and the pair distribution function p(r)/po 
for a nickel-phosphorus alloy (7), which 
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data have shown that the number of 
nearest neighbors, z, of an atom in 
amorphous semiconducting silicon or 
germanium is 4, as in the crystalline form 
of these elements; this result reflects the 
strong covalent bonding in these materi- 
als. Similar analyses indicate that z - 12 
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Fig. 2. (a) Reduced radial distribution function for amorphous germanium prepared by evapora- 
tion (Ge I) and by ion implantation (Ge IV) of an initially polycrystalline film (29). (b and c) 
Comparison of experimental (dashed curve) and calculated (solid curve) reduced intensity func- 
tions for amorphous germanium. (b) Amorphous germanium and microcrystallite (diamond cu- 
bic) model. (c) Amorphous germanium and random network model (29). (This function is re- 
lated to the radial distribution function described in the text through a Fourier transform.) 
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Fig. 3. Pair distribution function for an amorphous cobalt-phosphorous alloy. The dashed line 
represents experimental data; the histogram was calculated by using the DRP model (37). 

in most amorphous metallic solids, com- 
pared with z = 12 or 8 in the close- 
packed or body-centered cubic, respec- 
tively, crystalline forms of the consti- 
tutent metals. The RDF's also show 

clearly that positional correlations in 
amorphous solids remain perceptible on- 
ly to distances of about five atomic diam- 
eters, or - 15 angstroms. 

Since it represents only the positional 
dependence of the average atomic den- 
sity, the RDF does not establish a unique 
set of coordinates of the atomic posi- 
tions, from which the topology of the 
SRO could be deduced. However, al- 

though it does not tell us what the struc- 
ture is, the RDF can, in conjunction with 
the macroscopic density, tell us what the 
structure is not; that is, we may calculate 
the RDF for any proposed structural 
model and determine its consistency 
with the experimental RDF. 

The structural models used in attempts 
to account for the RDF's of amorphous 
solids range from the microcrystallite to 
the continuous random type. Proposed 
microcrystalline models are usually as- 
semblies of misoriented microcrystals 
with diameters averaging five to ten 
atomic spacings. In the testing of these 
models the problem of intercrystallite 
connectivity-that is, the configurations 
in intercrystalline regions and the spatial 
correlations of the crystallite orienta- 
tions-is rarely dealt with directly and 
most often is entirely ignored. Usually it 
is tacitly assumed that the spatial orien- 
tations of the crystallites are completely 
uncorrelated. The second, continuous 
random, class of model has as its essen- 

14 

tial structural elements configurations 
which by themselves are noncrystallo- 
graphic. One such configuration is a 
regular tetrahedral arrangement of atoms 
which can be incorporated into periodic 
space-filling arrangements only when 
combined with other kinds of config- 
urations. 

The earliest continuous-type model 
was the random network proposed by 
Zachariasen (20) and applied to covalent- 
ly bound glasses. In such a structure the 
full interatomic connectivity is main- 
tained but with substantial dispersion of 
bond angles about some average value. 
Physical models of random networks 
may be constructed by using some bond 
angle dispersion relation, and the RDF 
may then be computed from the actual 
positions of the network nodes. For ex- 
ample, a network of this type was hand- 
built by Polk (30) to model the structures 
of the amorphous 4-coordinated elemen- 
tal solids silicon and germanium. It is 
found that the diffraction data and RDF's 
of amorphous covalent solids are gener- 
ally well fit by the random network mod- 
els (29) (see Fig. 2c). In contrast, the fits 
obtained with the microcrystallite mod- 
els, supposing no correlations in the spa- 
tial orientations of crystallites, are not 
satisfactory (7, 29, 31) (see Fig. 2b). 

For centrosymmetrically bonded mon- 
atomic systems, the analog to the ran- 
dom network is the structure formed by 
the densest random packing (DRP) of 
uniform spheres. Such structures were 
assembled from hard spheres, which are 
known to model real monatomic systems 
surprisingly well [for example, see Rice 

(32)], and characterized by Beral (33) 
and Finney (34). Perhaps the most con- 
spicuous feature of the DRP structure is 
the prevalence of configurations in which 
the centers of four contacting spheres 
form tetrahedra with nearly regular 
shapes. This tetrahedral motif permits 
transformation of the DRP structure into 
the 4-coordinated random network struc- 
ture for silicon or germanium, in which 
atoms occupy centers as well as vertices 
of distorted tetrahedra, and vice versa. 
This transformation is nonconservative 
and is effected by addition, or removal, 
of an atom at the center of each tetrahe- 
dron (35). 

Cohen and Turnbull (24) suggested 
that the DRP structure should model that 
of ideal monatomic glasses, and later 
Cargill (36, 37) showed that his dif- 
fraction results for a nickel-based nickel- 
phosphorous amorphous alloy were well 
fit by the structure. Several modifica- 
tions to these ideas have been made in 
recent years, including the use of two 
sphere diameters to describe the struc- 
ture of alloys (38). A further important 
feature of the recent model studies (39, 
40) has been the use of soft, in contrast 
to hard-sphere, repulsive potentials. 

Both dense random packed and ran- 
dom network model structures are con- 
structed on the basis of a single al- 
gorithm which is applicable at all stages 
of the building of the model. In contrast 
to such continuous random modeling, an 
amorphous solid might be formed by 
small and ordered, but noncrystalline, 
clusters. The motivation for forming 
this, as well as the DRP, structure may 
derive from energetic preference, under 
the operation of centrosymmetric short- 
range interatomic forces, for tetrahedral 
configurations of the type described 
above. Of the arrangements in which all 
atoms are located at vertices of regular 
polyhedra, it is the tetrahedral one which 
has the highest density per atom. We 
might suppose that the assemblies of 
lowest potential energy would be those 
composed entirely by regular tetrahedral 
arrangements, but space cannot be 
wholly filled by the stacking of regular 
tetrahedra alone. To form a crystalline 
closed-packed structure, presumably the 
highest-density structure of an infinite 
number of uniform hard spheres, it is 
necessary to include the less dense and 
more energetic octahedral configurations 
in the ratio of one per two tetrahedra. 
However, in assembling a small, in con- 
trast to an infinite, number of atoms, the 
tetrahedral motif, with small distortions 
of the tetrahedra from regularity, can be 
much more prominent. Indeed, Frank 
(41) showed that 13 atoms assembled by 
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Lennard-Jones forces should have a low- 
er potential energy in an icosahedral ar- 
rangement, in which 20 slightly distorted 
tetrahedra are stacked together from a 
central point, than in either of the close- 
packed crystalline arrangements. The 
icosahedral configuration exhibits five- 
fold symmetry and so cannot by itself 
constitute a crystalline unit cell. It can be 
incorporated into crystalline arrange- 
ments only by combination with other 
larger polyhedra, as in Frank-Kasper 
(42) phases. 

Recently there have been calculations 
(43, 44) of the relative potential energies 
of larger clusters of atoms in various ar- 
rangements, again assembled by Len- 
nard-Jones forces. Hoare and Pal (43) 
showed that, in assemblies of up to 50 
atoms, certain noncrystalline arrange- 
ments, essentially formed by distorted 
tetrahedra, are more stable than the 
close-packed crystalline ones. These de- 
velopments suggested that the monatom- 
ic amorphous solid might consist of some 
combination of such polytetrahedra. 
Analog models for covalently bound sys- 
tems, Tilton's (45) "vitron" and Grigori- 
vici and Manaila's (46) "amorphon," 
had been proposed earlier. Some support 
for the amorphous cluster model for 
monatomic systems is provided by the 
finding of Farges et al. (47) that small 
argon clusters, containing about 100 
atoms, are amorphous as formed in 
beams ejected from supersonic nozzles. 
Also, thin films formed by vapor deposi- 
tion do not usually grow monolayer by 
monolayer. Instead, the initially depos- 
ited material is in the form of small clus- 
ters or islands which, as deposition pro- 
ceeds, grow and coalesce to form a con- 
tinuous film. It is reasonable to suppose 
that the initial clusters would have been 
in the stable noncrystalline arrangements 
described by Hoare and Pal. 

A major unresolved problem with the 
amorphous cluster models, as with the 
microcrystallite models, is that of cluster 
connectivity. Can we connect the largest 
stable clusters without using such large 
holes that the cluster assembly will lose 
its energetic advantage over the contin- 
uous DRP structure? It appears that the 
density of any connected cluster model 
could hardly exceed that of a Frank-Kas- 
per (42) structure of uniform hard 
spheres. The maximum density of such a 
structure has not, to our knowledge, 
been established, but it must be well be- 
low that of crystalline close-packing. 

It is possible that the amorphous clus- 
ters, if optimally connected-that is, to 
maximize the density of an infinite as- 
sembly-would distort into a structure 
hardly distinguishable from a DRP one. 
6 JANUARY 1978 

To consider this possibility, we examine 
the form distribution of polyhedral holes 
in the DRP structure delineated by the 
center of near-neighbor atoms. Beral 
(33) noted that all the holes could be 
formed by small distortions from five 
ideal polyhedra ("canonical" holes), 
each bound entirely by triangular faces. 
The striking feature of the distribution, 
which we have already noted, was the 
high proportion (84 percent) of tetrahe- 
dral holes and the paucity (- 5 percent) 
of octahedral holes. Thus the structure 
might be regarded as an assembly of 
tetrahedral configurations with con- 
nectivity provided by inclusion, in small 
proportion, of the larger holes. This tet- 
rahedral configurations with connec- 
tivity provided by inclusion, in small 
those formed by film deposition on cold 
substrates or by continuous densification 
of fluids, governed primarily by short- 
range centrosymmetric interactions. In- 
deed, a computer simulation of con- 
densation, in which each incoming atom 
is fixed at the lowest-energy surface 
binding site, generates amorphous struc- 
tures topologically similar to that of DRP 
(48, 49). The high resistance of mon- 
atomic melts to crystal nucleation, which 
we have noted, may reflect the fact that 
fluctuations that transform polytetrahe- 
dral to crystal-like configurations rarely 
occur in these melts. 

Further characterization of the struc- 
ture of amorphous solids has been 
achieved by application of various spec- 
troscopic techniques. Generally these 
studies have confirmed the high degree 
of development of SRO in amorphous 
solids, but so far they have added little 
information on the SRO topology. 

It appears that high-resolution elec- 
tron microscopy should reveal important 
details on atomic configurations in thin 
amorphous films. Indeed, it had been 
thought that dark-field transmission mi- 
croscopy (50, 51), in conjunction with in- 
terference micrographs (50, 52), indi- 
cated microcrystallinity in amorphous 
germanium and silicon films. However, 
when care was taken (53) to eliminate ar- 
tifacts, no evidence for such crystallinity 
was found, although planar atomic align- 
ments were observed. Further, electron 
transmission microscopy, as well as dif- 
fraction from minute volumes (54), of 
similar films gave no indications of or- 
dered clusters of microcrystallinity at 
resolutions of about four atomic spac- 
ings. 

The occurrence in amorphous solids 
of highly localized (scale - 10 A) aniso- 
tropies, due to chance atomic align- 
ments, is to be expected. Indeed, Chaud- 
hari and associates have demonstrated 

the existence of such alignments extend- 
ing for several atomic diameters in 
amorphous films (53), by electron mi- 
croscopy, and in both random network 
and DRP models (55). 

Chaudhari et al. (56) also found, by 
measurements of magnetic properties, 
some quite unexpected long-range an- 
isotropies in certain amorphous films. It 
is believed that these anisotropies may 
arise during film formation because of 
the directionalities of the deposition 
process or of cooling. Indeed, a comput- 
er simulation (57) of a film deposition 
generated such an anisotropy by the self- 
shadowing effect of the deposited atoms 
in the oncoming atomic stream. The 
RDF of the simulated film was as ex- 
pected for an amorphous solid, but the 
number of atomic pairs in directions or- 
thogonal to and within the plane of the 
film were different. 

Formation of Amorphous Solids 

The main requirement for putting ma- 
terials into amorphous solid form is to 
avoid the thermodynamically preferred 
crystallization processes. The necessary 
conditions for this avoidance have been 
described elsewhere (58-62). They may 
be achieved by one of the following gen- 
eral procedures: (i) melt quenching to 
T < Tg, (ii) condensation from a dilute 
fluid onto a substrate held at T < Tg, or 
(iii) irradiating a crystalline solid at 
T< Tg. 

The likelihood that a melt, when free 
of extraneous crystals, will undercool 
through its metastable regime, from Tm 
through Tg, should be greater the higher 
are the cooling rate and the reduced glass 
temperature, Trg = Tg/Tm, and the small- 
er is the specimen volume (59). Analyses 
based on simple nucleation theory (62) 
indicate that melts with Trg 5 2/3, if un- 
seeded, should readily form glasses even 
when large volumes are slowly cooled. 
Indeed, the Trg's of the common silica- 
based and organic glass formers general- 
ly exceed 2/3. The lower limiting Trg for 
glass formation should be reduced sub- 
stantially by the use of higher quench 
rates. 

Ultrahigh quench rates for molten 
metals, 106?C/sec and higher, were 
achieved in the "splat" cooling experi- 
ments of Duwez and associates (1, 25). 
They succeeded, for the first time, in 
quenching a molten metal alloy (Au4Si) 
to a glass. By means of splat cooling or 
variant techniques, a considerable num- 
ber of different alloys have now been 
quenched to glasses. These glasses have 
exhibited Trg's ranging from about 0.6 
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down to 0.45, in agreement with the 
simple nucleation theory calculation 
(62), indicating that at cooling rates of 
106?C/sec glass formation should be 
possible at all Trg 0.45. 

The ultrahigh quench rates are 
achieved, essentially, by driving molten 
metal onto a cold metal substrate. On im- 
pact, the metal spreads into a thin layer, 
a few micrometers thick, in which the 
rapid cooling occurs. Methods have now 
been developed by Allied Chemical (8) 
and other laboratories for producing 
glassy metals in the form of continuous 
thin ribbons. In these processes a jet of 
molten metal is driven continuously onto 
a rotating metal substrate. The metal is 
spread into a thin ribbon, which is 
thrown off the substrate after solidi- 
fication. The directionality in heat trans- 
fer during rapid cooling can lead to dif- 
ferences between the in-plane and trans- 
verse properties of the ribbons. 

It is evident that certain kinds of al- 

loying greatly facilitate the formation of 
glassy metals in melt quenching. Ac- 
tually, it had been established earlier that 
impurity admixture is essential for pro- 
ducing metals by electrodeposition (63) 
or vapor deposition (64, 65) that would 
persist in amorphous solid form up to 
and above room temperature. Impurities 
could strongly retard the crystal growth 
rates in amorphous solids, especially if 
growth had to be attended by impurity 
redistribution. However, the melt- 

quenching experiments strongly suggest 
that a major effect of the added impu- 
rities that facilitate glass formation is to 
increase Trg. 

Addition of impurities to a host may 
increase Trg either by raising Tg or by 
lowering Tm. In the metal-metalloid 
glasses formed by combinations of late 
transition elements, A, with the metal- 
loids (boron, carbon, silicon, phos- 
phorus, or germanium), B, to composi- 
tions centering around A4B, Tg usually 
increases slowly with metalloid content 
over the narrow composition range in 
which glasses readily form (66). This 
variation probably reflects the fact that 
the flow resistance is increased by the 
developing compositional SRO which at- 
tends glass formation in these alloys. 
However, the most conspicuous compo- 
sition effect is the sharply plunging curve 
of Tm (at initial crystallization) with com- 
position change, culminating in extraor- 
dinarily deep eutectics inside the compo- 
sition ranges most favorable for glass 
formation (67-69). This behavior sug- 
gests that alloying affects Trg primarily 
through its effect on Tm, so that for a par- 
ticular system the lower Tm is the greater 
will be Trg and the glass-forming tenden- 
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cy. Polk (70) suggested that the glasses 
with the deep eutectic compositions 
(- A4B) may be relatively stabilized by 
the filling of the larger holes of the DRP 
structure of A with metalloid atoms 
which would fit, without severe dis- 
tortions, and produce configurations 
similar to those in the A-rich A-B crys- 
talline phases. Recent diffraction data 
(71, 72), which yield partial interference 
functions, are qualitatively consistent 
with such a model. 

Certain alloys of late (A) with early (B) 
transition metals, such as copper-zirco- 
nium and nickel-niobium, also form 
glasses in rapid melt quenching (3). Fur- 
ther, they exhibit some intermetallic 
phases which melt congruently at a 
glass-forming composition. However, as 
Polk noted, the Tm's of these compounds 
are low compared to those (TA and TB) of 
their pure constituents. 

In general, then, the A-B com- 
binations most likely to form glasses in 
melt quenching are those which release 
large amounts of heat while forming 
melts with abnormally low thermody- 
namic crystallization temperatures. This 
behavior suggests (67, 68) a highly at- 
tractive A-B interaction, which is attenu- 
ated rather little in transition from a crys- 
talline to an amorphous milieu. The ap- 
parent insensitivity of the A-B inter- 
action energy to translational order 
seems consistent with the following hy- 
pothesis: at constant electron density, 
the energy of the system changes little 
from its minimum value with substantial 
dispersion of the A-B nearest-neighbor 
separations, rAB, especially into the 
range where rAB is well below the sum of 
the metallic radii (rA? + rB?) of the pure 
elements. Thus the numerous configura- 
tions essential for molten behavior could 
appear with relatively little energy in- 
crease. In support of the proposed hy- 
pothesis we note that there is, as John- 
son (73) pointed out to us, substantial 
dispersion of the rAB's, and to values 
much below rA? + rB?, in crystalline A-B 
compounds. Further, it has been noted 
(68) that A-type elements are partly in- 
terstitial and diffuse by an interstitial 
mechanism when dissolved in certain 
crystalline phases of the B elements. 
Such interstitial solution behavior would 
require the occurrence of rAB'S much 
smaller than rA? + rB?. 

Little progress has been made toward 
a microscopic theory for the A-B inter- 
actions favorable for glass formation. 
However, Nagel and Tauc (74) made the 
interesting proposal that the composi- 
tions optimal for glass formation should 
be those at which the minima in the elec- 
tronic densities of states lie at the Fermi 

levels. They inferred that such corre- 
spondence would confer metastability on 
the alloy melts. Actually, as we noted, 
all metallic melts are stable to temper- 
atures far below Tm-for example, to 0.8 
to 0.7 Tm. However, Nagel and Tauc 
may have identified one of the important 
liquid-stabilizing factors contributing to 
the lowering of Tm. 

To condense a material in amorphous 
solid form, the condensation layer must 
be held at temperatures well below the 
kinetic crystallization temperature, Tkc. 
This temperature may be loosely defined 
as that at which the crystallization rate is 
of the order of the condensation rate. It 
should equal or exceed Tg when the 
atomic motions limiting crystal growth 
are like those of atomic transport within 
the film. We have noted that such corre- 
spondence of atomic motions should re- 
sult when crystal growth is controlled by 
impurity redistribution. When such re- 
distribution, in monatomic systems, is 
not required, the atomic shifts in crystal 
growth can be quite small and occur rap- 
idly at temperatures far below Tg, rela- 
tive to those in bulk atomic transport. In- 
deed, some metals, which crystallize 
when deposited in ultrapure form at tem- 
peratures as low as 4?K, will condense 
under similar conditions to amorphous 
solids with Tkc > 300?K with an impurity 
admixture of as little as 1 atom in 100 
(65). In general, the condensation meth- 
ods are much less constraining on the va- 
riety and range of compositions of mate- 
rials that can be put into amorphous solid 
form than are the melt-quenching meth- 
ods. 

In vapor condensation of amorphous 
films, a stream of atoms or molecules is 
generated in a high-vacuum chamber, 
usually by heating a source material in a 
crucible, and deposited on some sub- 
strate at rates ranging, typically, from 1 
to 10 A/sec. These deposition rates are 
near the impingement rates of residual 
gas molecules at pressures of 10-5 to 10-6 
torr. Consequently, substantial amounts 
of oxygen or nitrogen may be codeposit- 
ed in the film unless the residual gas 
pressure is kept below 10-8 to 10-9 torr. 

In the sputter deposition process for 
making amorphous films (75), a target of 
the desired composition is bombarded 
with atoms of a gas such as argon. Atoms 
from the target are ejected by this bom- 
bardment and then condensed onto a 
substrate. This process allows better 
composition control in forming multi- 
component films (56, 76) than do other 
deposition processes. 

Perhaps the first formation of 
amorphous metal films was by electro- 
deposition or chemical deposition from 
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aqueous solutions (63). While this meth- 
od is quite useful for forming relatively 
thick films, the difficulties of achieving 
conditions for codeposition of two or 
more alloy components limit its appli- 
cability. 

In deposition processes the in- 
pingement points of atoms in the incident 
stream are randomly distributed. Thus a 
uniform coverage of the substrate is pos- 
sible only if it is favored by the energet- 
ics and surface mobility of the deposited 
atoms. At temperatures so low that the 
atomic mobility on the substrate is negli- 
gible, the films grow by the formation of 
small clusters and their subsequent im- 
pingement. The initial nonuniformity in 
the oncoming stream is amplified by 
atomic self-shadowing and, therefore, the 

growing film, even though amorphous, 
can have anisotropic properties. Indeed, 
such anisotropy may be imparted delib- 
erately by controlling the growth direc- 
tionality. However, this process is still 
not well understood and a quantitative 
model for it would be useful. 

In electron microscopy it is often ob- 
served that biological and polymeric ma- 
terials are transformed from crystalline 
to amorphous forms by electron irradia- 
tion. Also, covalent crystals have been 
transformed into amorphous solids by 
ion bombardment. For example, both 
silicon and germanium have been made 
amorphous by ion implantation (29, 77). 
It appears that similar transformations of 
crystalline metals should be possible, 
but, to the best of our knowledge, they 
have not yet been achieved. 

Properties of Metallic Glasses 

The long-range periodicity of the 
atomic arrangement, as defined by a geo- 
metric lattice, has been extremely useful 
in elucidating the properties of the crys- 
talline solid state. For example, the crys- 
talline potential is periodic in space, and 
the Bloch theorem in solid-state physics 
is a consequence of this realization. The 
structure of the energy bands, which de- 
termine a variety of physical properties, 
is related to the symmetry properties of 
the lattice. Similarly, the usefulness of 
the reduced zone scheme relies on a peri- 
odic structure. Also, the mechanical 
properties of a solid are related sensitive- 
ly to its structure. Indeed, a vast major- 
ity of solid-state phenomena are either 
directly interpretable in terms of, or re- 
lated to, the crystalline lattice. We can 
anticipate that properties which depend 
on symmetry or long-range periodicity of 
the lattice are likely to be different in the 
amorphous structures. This is indeed 
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borne out by experiments. In the follow- 
ing sections we summarize some of these 
differences, especially in metallic alloys, 
and comment on the technological inter- 
est in some of the outstanding properties 
of metallic glasses. 

Electrical properties. In crystalline 
metallic alloys the electrical resistivity 
below room temperature generally de- 
creases as the temperature decreases. 
This resistivity is attributed to the scat- 
tering of electrons (or holes) by phonons. 
As the temperature is decreased this 
scattering decreases, and therefore so 
does the resistivity. The mean free path 
of an electron between two scattering 
events is a function of temperature and 
can vary from a few hundred angstroms 
at room temperature to millimeters at 
low temperatures. In contrast to this be- 
havior, the temperature dependence of 
the resistivity of amorphous metal alloys 
is rather small. Also, the sign of the tem- 
perature coefficient of electrical resistivi- 
ty of amorphous metallic solids can be 
changed with the addition of impurities 
to yield a positive, zero, or negative val- 
ue close to or below room temperature 
(78). Although the details of these obser- 
vations are still to be explained quan- 
titatively, several specialized applica- 
tions of this behavior can be envisaged. 
For example, resistors made of amor- 
phous materials can be used as stan- 
dards, or they can be used in the elec- 
tronics industry for thin-film applica- 
tions where the short mean free path of 
electrons associated with compositional 
or positional disorder makes the amor- 
phous materials relatively insensitive 
to size effects and temperature excur- 
sions above ambient. The mean free 
path for electrons in amorphous metallic 
solids is estimated to be of the order of 
10 A. 

The short mean free path not only de- 
creases the electrical conductivity in the 
normal state but also influences the su- 
perconducting and magnetic properties 
of amorphous solids. For example, when 
the mean free path becomes short, the 
superconducting coherence length de- 
creases and the penetration depth in- 
creases in a superconductor. A material 
which is a type I superconductor in the 
crystalline state becomes a type II super- 
conductor in the amorphous state. It fol- 
lows that amorphous materials are not 
expected to show type I supercon- 
ductivity. 

Another example of the influence of a 
short mean free path comes from mea- 
surements of "extraordinary Hall 
coefficients" in amorphous alloys (79). 
The extraordinary Hall coefficients are 
found to be a factor of 100 larger than in 

the corresponding crystalline phases. 
This increase has been attributed to an 
increase in resistivity of the alloys when 
they have an amorphous structure. It is 
possible that these large extraordinary 
Hall coefficients will find applications as 
sensors for magnetic fields. 

Magnetism in amorphous solids. Fer- 
romagnetism in amorphous solids was 
examined theoretically by Gubanov (80) 
in 1960. Direct experimental evidence 
for ferromagnetism in amorphous solids, 
in the form of vapor-deposited films, was 
obtained by Mader and Nowick (81). 
Ferrimagnetism in amorphous rare 
earth-transition metal alloys has been 
observed by Orehotsky and Schroder 
(82) and by Chaudhari et al. (56). Chaud- 
hari et al. also established that magnetic 
anisotropy can be present in amorphous 
alloys. The systematic investigation of 
amorphous magnetism in metallic alloys 
was accelerated by the observation of 
magnetic bubbles in sputtered thin-film 
alloys of gadolinium and cobalt and by 
the realization of the potential of 
amorphous magnetic materials in appli- 
cations requiring low coercivity. 

The changes in magnetic moment per 
atom attending a transition from a crys- 
talline to an amorphous structure gener- 
ally are of two kinds. In the rare earth- 
transition series, where the magnetic 
moment is associated with the deep inner 
4f shells, the moment is generally not af- 
fected by a change in structure. How- 
ever, in the 3d transition series, such as 
nickel, iron, and cobalt, where a band 
model for magnetism is more applicable, 
we can expect changes in moment when 
there is a change in the density of states. 
In the case of nickel and iron the moment 
is reduced, whereas that of cobalt is rela- 
tively unaltered (83). 

Why the moments of nickel and iron 
change while that of cobalt does not is 
not clearly understood. It is thought that 
a change in the density of states in nickel 
plays an important role in reducing its 
moment. In the case of iron, the moment 
change may be due to the changes in 
coordination number, from 8 to approxi- 
mately 12, and near-neighbor spacing 
that accompany the transition from the 
crystalline to the amorphous state. 

Exchange interaction between mag- 
netic atoms results in ferro- or ferrimag- 
netic alignment. In a perfect crystal the 
internal electrostatic and magnetic fields 
are periodic and have the same value at 
all equivalent structure sites. In an 
amorphous solid the local environment 
varies from point to point. For example, 
we expect the magnitude of the electro- 
static field gradient to vary about some 
average value and its direction to have 
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all possible orientations. (In reality, an 
amorphous solid may have some pre- 
ferred direction depending on its method 
of fabrication.) The variation in local en- 
vironment arises from fluctuations both 
in composition in a multicomponent sys- 
tem and in near-neighbor distances and 
coordination. A change in structure from 
crystalline to amorphous can therefore 
result in variety of changes in the overall 
magnetic properties of the solid. In in- 
stances where the exchange interaction 
is critically dependent on crystal struc- 
ture, we expect the magnetic properties 
to be strongly perturbed in going to the 
amorphous structure. 

Garnets are a good example of this 
class. Room-temperature magnetic 
measurements on amorphous garnets 
prepared by sputter deposition show no 
evidence of ferromagnetic behavior. 
However, on crystallization the same 
samples show ferromagnetic properties 
characteristic of that composition (84). 
In garnets the exchange interaction is 
mediated by the oxygen ions, and this re- 
quires that they be present at the correct 
bonding angles. Once this angle is per- 
turbed the interaction is reduced. 

Magnetic rare earth atoms (except gad- 
olinium) have an orbital contribution to 
their moment which is generally not 

quenched by the electrostatic field gradi- 
ents. However, the random variation in 
direction of the field gradient can result 
in a random variation of the direction of 
the orbital contribution and hence in 

single-ion magnetic anisotropy fluctua- 
tions. Model calculations show that 
these effects lower the Curie temper- 
ature and the net moment (85). An inter- 

esting magnetic system arises when the 
rare earth ions are strongly influenced by 
changes in direction of the crystal field. 
In an applied field the transition metal 

spins align themselves approximately 
parallel to the external field, whereas the 
rare earth ions, which couple to the tran- 
sition metal ions, cannot readily do so 
because of the local variations in the di- 
rection of the electrostatic field gradient. 
An example of this class of system is an 

amorphous dysprosium-cobalt alloy (86). 
In addition to the electrostatic field 

gradient effects on the local magnetic an- 
isotropy, the amorphous structure can 
be expected to lead to a range of ex- 
change interaction values. Mossbauer 
and nuclear magnetic resonance mea- 
surements show broad hyperfine field dis- 
tributions rather than discrete values 
characteristic of crystals (87, 88). The 
Curie temperatures of amorphous mag- 
netic alloys are generally, although not 
always, lower than those of their crystal- 
line counterparts. In instances where an 
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increase in the Curie temperature is ob- 
served, charge-transfer effects are be- 
lieved to make an important contribution 
to the magnetic properties (89). At tem- 
peratures close to absolute zero, 
amorphous magnetic alloys show the fa- 
miliar T1/2 behavior characteristic of spin 
wave excitations. Spin wave modes in 
ferromagnetic resonance and in neutron- 
scattering experiments have also been 
reported (90-92). At higher temperatures 
the temperature dependence of magneti- 
zation can be described by a Brillouin 
function, although to account for the 
data quantitatively it may be necessary 
to include fluctuations in the parameters 
that go into the Brillouin function (93). 

The coercivity of amorphous magnetic 
materials is of considerable interest both 
in magnetic bubble applications and in 
soft (low coercivity) and hard (high 
coercivity) magnetic applications. In the 
transition metal alloys the coercivity is 
expected to be low. The domain wall 
width is generally a few hundred to a few 
thousand angstroms. Over this distance 
fluctuations in compositional and struc- 
tural detail in the wall will average out 
(94). In the case of rare earth-transition 
metal alloys, higher coercivities can be 
obtained because there are large local 
anisotropies associated with the orbital 
motion of the electron. Coercivities 
ranging from millioersteds to several 
thousand oersteds (56, 76) have been ob- 
tained in amorphous magnetic alloys. 
The low coercivities are of considerable 
interest since the amorphous alloys also 
have high electrical resistivities. This 
combination of low coercivity and high 
resistivity reduces the energy loss in do- 
main wall motion and so is particularly 
attractive in applications where domain 
wall motion must occur. 

We return now to the question of long- 
range magnetic anisotropy in liquid- 
quenched and vapor-deposited amor- 

phous materials. It has been deduced 
that elastic stress-induced anisotrophy 
is present in roller-quenched iron- 
based alloys (95) and in sputtered gad- 
olinium-iron alloys (96). The contri- 
bution of stress-induced anisotropy can 
be minimized or reduced to zero in alloys 
where the magnetostriction constant is 
small or zero. In sputtered gadolinium- 
cobalt alloys there is a large uniaxial an- 

isotropy which cannot be explained on 
the basis of stress-induced anistropy. It 
is believed that there is compositional or- 
dering in these alloys. Such ordering is 
the basis for a model developed by L. 
Neel (96a) and others to explain anisot- 
ropy induced in crystalline alloys by 
annealing in a magnetic field. It is sug- 
gested that this mechanism may also ex- 

plain the induced anistropy observed in 
amorphous transition metal-metalloid 
systems when they are annealed in a 
magnetic field below their crystallization 
temperature. The compositional order- 
ing or pair-ordering model predicts a 
temperature dependence of anisotropy 
which is in accord with experimental 
data (97). Shape effects can also give rise 
to magnetic anisotropy. In the case of 
amorphous thin films prepared by a vari- 
ety of techniques, columnar growth is 
frequently observed. [It is likely, and in 
the case of cobalt-phosphorus electro- 
deposited films it is deduced (98), that 
this mechanism is invariably operative in 
deposited films.] 

Understanding and control of magnet- 
ic anisotropy are crucial to virtually all 
applications based on magnetic phenom- 
ena. In some cases magnetic anisotropy 
is undesirable, whereas in others a 
strong uniaxial anisotropy is necessary. 
An example of the latter is magnetic bub- 
bles. [These have been observed in thin- 
film rare earth-transition metal alloys, 
where, for example, bubbles with diame- 
ters of the order of 1000 A have been ob- 
served (for example, see Fig. 4) (99).] 
The potential information packing den- 
sity with such bubbles is more than 1 bil- 
lion bits per square centimeter. Other 
storage applications can also be envis- 
aged. The coercivity of amorphous rare 
earth-transition metal alloys can be 
tuned by judicious additions of rare earth 
elements with nonzero orbital moments. 
Video-recording media or more generally 
beam-addressable storage devices may 
be possible (100, 101). The soft magnetic 
character combined with high strength 
and corrosion resistance suggests that 
amorphous alloys may be suitable for the 
replacement of conventional Permalloy 
in certain applications. It is also conceiv- 
able that the production of wide ribbons 
could lead to applications in the trans- 
former industry. 

Superconductivity. Superconductivity 
in vapor-deposited amorphous films was 
reported by Buckel and Hilsch (64). 
Since then it has been observed in a vari- 
ety of amorphous materials. On the theo- 
retical side, Anderson (102) has shown 
that the Bardeen-Cooper-Schrieffer the- 
ory of superconductivity is applicable to 
dirty superconductors, of which amor- 
phous superconductors might be con- 
sidered a special class. 

The superconducting transition tem- 
peratures of amorphous materials can be 
higher or lower than those of their crys- 
talline counterparts. Collver and Ham- 
mond (103) have shown experimentally 
that the superconducting transition tem- 
perature in d-band amorphous transition 

SCIENCE, VOL. 199 



metal alloys do not follow Matthias's 
rule: the peaks in the superconducting 
transition temperature do not occur at 
electron/atom ratios of 4.6 and 6.5. In- 
stead, the amorphous 4d-band transition 
metal alloys show a peak at an electron/ 
atom ratio of 6, and the 5d-band alloys 
show a peak at 7. A theory for supercon- 
ductivity in amorphous transition metal 
alloys proposed by Kerker and Benne- 
mann (104) predicts the observed super- 
conducting transition temperatures quite 
well. However, the theory assumes 
that the change in the atomic volume 
when these alloys go from a crystalline 
to an amorphous solid structure is equal 
to that in melting. Experimental and the- 
oretical evidence, at least in cases where 
the crystalline structure is close-packed, 
strongly suggests that volume changes 
(- 1 to 2 percent) are actually much 
smaller than assumed by Kerker and 
Bennemann. Thus the agreement of their 
theory with experiment may be fortui- 
tous. We now propose an alternative 
explanation. 

Experience indicates that amorphous 
metals are 25 to 50 percent (105) more 
compliant in shear, but not appreciably 
in hydrostatic compression, than their 
crystalline counterparts. We propose 
that this greater shear compliance, which 
has been accounted for in some model 
calculations (39), will result in a 10 to 15 
percent decrease in Debye temperature 
in the transition from close-packed crys- 
talline to amorphous form. This decrease 
is sufficient to enhance the electron-pho- 
non coupling constant and therefore in- 
crease the superconducting transition 
temperature. In Table 1 we list the ob- 
served and calculated values of the su- 
perconducting transition temperature, 
along with other data used in our calcula- 
tions. In general, we expect the super- 
conducting transition temperature to in- 
crease in amorphous metallic systems 
which normally have a stable crystalline 
structure that is close-packed. 

Our assumption here is that the prod- 
uct of the density of states at the Fermi 
level and the interaction parameter is not 
changed in going from the crystalline to 
the amorphous structure in the case of 
close-packed structures. This assump- 
tion is consistent with the model of Bari- 
sic et al. (106), which suggests that in the 
transition metals this product is propor- 
tional to the cohesive energy of the solid 
associated with the d-band. We do not 
expect the cohesive energy to change ap- 
preciably, since the coordination number 
and.the nearest-neighbor distance are ap- 
proximately unchanged in going from the 
close-packed crystalline to the amor- 
phous structure. 
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Our assumption is probably not satis- 
factory for transition elements such as 
amorphous molybdenum and niobium. 
Here the coordination number increases 
from 8 nearest neighbors of the body- 
centered cubic structure to a nominal 12 
of the amorphous structures. It is prob- 
ably even less applicable to compound 
superconductors such as Nb3Ge, where 
a change in structure would lead to 
changes in bonding (107). 

As we noted earlier, amorphous mate- 
rials are expected to have the short co- 
herence lengths and large penetration 
depths requisite for type II super- 
conductors. Also, it is anticipated that 
the critical fields in amorphous super- 
conductors are large. To make amor- 
phous superconductors useful for 
high-field applications would require pin- 
ning of vortices. In crystalline materials 
this pinning may be effected by structur- 
al defects, such as grain boundaries or 

long dislocation lines and networks, pre- 
sumably not present in alloy glasses. It is 
possible that effective vortex-pinning 
elements might be introduced into 
amorphous alloys by phase separation, 
leading to compositional inhomogeneity, 
or by partial crystallization. It seems to 
us that, considering the ease with which 
amorphous ribbons and wires can be fab- 
ricated, this area of application should be 
explored. 

Considering that vortices may be able 
to move relatively unhindered in amor- 
phous superconductors, we suggest 
that vortex storage, akin to magnetic 
bubble storage, should also be exam- 
ined. The vortex packing density close to 
the second critical field is determined by 
the coherence length, which is estimated 
to be of the order of 50 A. This length 
would permit a packing density of the or- 
der of 100 billion vortices per square cen- 
timeter, which is two orders of magni- 

Table 1. Superconducting transition temperatures of some amorphous and crystalline metals. 
Symbols are defined as follows: OD is the Debye temperature; X is the electron-phonon coupling 
constant; I* is the Coulomb pseudopotential; Texp is the experimentally measured temperature; 
and Tca,1 and Tcai2 are temperatures calculated by using h1 and X2. The value of ,* is taken to be 
the same in the amorphous and crystalline forms. In reality we expect it to decrease slightly, 
since the bands will smear and the density of states at the Fermi level will decrease. However, 
this change includes the 10 or 15 percent change in X we have chosen. In calculating h we have 
assumed that the decrease in 0D leads to a proportional decrease in <t)2<1/2, where <o2<'/2 is an 
average of the square of the phonon frequency. We have used the McMillan formula for calcu- 
lating the transition temperatures. 

Crystalline Amorphous Metal 
0D X /_* Texp 6D 2 1 02 1 2 * Tcal1 Ta12 Texp 

Hafnium 252 0.34 0.13 0.09 227 214 0.42 0.47 0.13 0.49 0.94 -1.5 
Iridium 420 0.34 0.13 0.14 378 357 0.42 0.47 0.13 0.82 1.56 <1 
Osmium 500 0.39 0.12 0.65 450 425 0.48 0.54 0.12 2.69 4.32 -2.75 
Ruthenium 415 0.46 0.10 1.69 374 353 0.57 0.64 0.10 6.02 8.05 -7.5 
Zirconium 290 0.41 0.17 0.55 261 247 0.51 0.57 0.17 0.75 1.39 -3 
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tude larger than the ultimate packing 
density for 1000-A magnetic bubbles dis- 
cussed earlier. The amorphous materials 
might also be useful in flux shuttle-type 
devices because they would allow a high- 
er packing density. 

Mechanical behavior. The mechanical 
behavior of metallic glasses has proved 
to be unexpected and quite unique. In 
particular, most glassy metals in their as- 
quenched states, at T < Tg, consistently 
exhibit a much higher level of tensile 
strength-1 to 2 x 10-2 G (G is the shear 
modulus) or one-tenth to one-fifth the 
theoretical value-than do as-cast or 
well-annealed crystalline metals (5, 108). 
Further, and in sharp contrast with sili- 
ca-based glasses, metallic glasses are ap- 
preciably ductile in tension. Their plastic 
response often consists of highly local- 
ized and rather large offsets on planes in- 
clined at about 45? to the tensile axis. Al- 
so, some metallic glasses can be rolled 
plastically with area reductions of 80 per- 
cent. This behavior indicates toughness 
levels which are orders of magnitude 
greater than those of silica-based 
glasses. However, the flow stress of 
glassy metals, unlike that of crystalline 
metals, shows no measurable increase 
with increasing amounts of plastic defor- 
mation-that is, there is no strain hard- 
ening. 

For guidance in interpreting the me- 
chanical properties of glassy metals, we 
might look to the corresponding behav- 
ior of similarly composed crystalline 
phases. Generally, these are ordered 
compounds but with compositions some- 
what different from those optimal for 
glass formation. However, their compo- 
sitional order is quite similar in configu- 
ration to that thought to predominate in 
the corresponding glassy alloys. These 
compounds are hard, but unlike glassy 
metals they are brittle in tension. Indeed, 
the completely crystallized forms of 
glassy metals are extremely brittle and 
their strengths are orders of magnitude 
lower than those of the parent glasses. 

Actually, the mechanical behavior of 
glassy metals appears to be somewhat 
similar to the "cold flow" phenomenon 
in glassy polymers at T < Tg (109). The 
latter behavior is also manifested by an 
inhomogeneous yielding, like that in 
glassy metals, at similar reduced tensile 
strength levels, - 10-2 G. 

Why the tensile responses of metallic 
and polymeric glasses are so different 
from those of glasses in which the bind- 
ing is entirely covalent is a problem 
which has not been clearly resolved. 
However, it appears that the difference 
may have its origin in effects arising from 
preferred directionality in bonding. In 
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covalently bound systems, where the in- 
teratomic forces are highly directed, 
configurational changes can occur only 
when atomic displacements are so large 
that the interatomic bonds are virtually 
broken. In a sense, the structure must be 
ruptured locally for any configurational 
change, and the stresses required for this 
will be so large that a microcrack, once 
initiated, will propagate. In systems 
where the bonding is largely non- 
directed, as in materials with metallic or 
van der Waals bonding, the atomic dis- 
placements which can lead to configura- 
tional rearrangements are relatively 
small and undirected, so they can occur 
at much smaller stresses than are needed 
for rupture. Consequently, in such sys- 
tems plastic processes become available 
for dissipating any elastic energy con- 
centration at the roots of microcracks. 

The continuation of flow in glassy met- 
als on the planar zone on which it was 
initiated suggests a flow softening; that 
is, the flow region has, during the offset 
period, less shear resistance than it ini- 
tially had. Polk and Turnbull (110) pro- 
posed that this softening may reflect the 
fact that the viscosity of glassy alloys 
falls sharply with compositional dis- 
ordering. Such disordering would attend 
flow while being reduced by simulta- 
neous diffusional processes. The degree 
of local disorder and the corresponding 
viscosity would then reflect some bal- 
ance between the diffusional restoration 
and flow rates. A quite analogous expla- 
nation for flow softening was framed in 
terms of the free volume model by Spae- 
pen and Turnbull (111). In particular, the 
free volume at the leading edge of the 
flowing zone is increased by stress dila- 
tion with accompanying decreases in the 
resistances to flow and diffusion. 

The mechanisms for cold flow, of ei- 
ther metallic or polymeric glasses, are 
far from clear. One mechanism derives 
from the free volume model (15, 16) de- 
veloped to account for transport in 
simple melts. According to this model, 
voids form and collapse by statistical 
fluctuations in the local density-that is, 
by redistribution of the free volume. It is 
supposed that voids so formed may, if 
their volumes exceed some critical val- 
ue, collapse to new local configurations. 
The new configurations preferred will be 
those which change the shape of the 
body in accordance with the stress bias. 
Thus the flow rates will be determined 
largely by the free volume or configura- 
tion, however produced, rather than by 
temperature per se. Imposition of high 
stresses, directly or through microcrack 
amplification, may increase the free 
volume (111)-"configuration excita- 

tion"-sufficiently for the occurrence of 
rapid local flow at temperatures far be- 
low Tg. 

An alternative approach to the cold 
flow mechanism is in terms of the dis- 
location model for flow developed for 
crystals. Gilman (8, 112) has indicated 
how this model might be adapted to de- 
scribe flow in glasses. Actually, the mi- 
croscopic description is, in a certain 
sense, similar to that of the free volume 
model. 

In view of their exceptionally high 
strength and toughness it seems that 
glassy metals might have important ap- 
plications as structural materials, espe- 
cially since their production is less com- 
plicated and more economical than that 
of crystalline alloys having similar high 
levels of mechanical performance. How- 
ever, the toughness of certain glassy al- 
loys deteriorates, by mechanisms not yet 
clearly understood, at temperatures well 
below Tg. 

Surface behavior. From the time of 
their discovery and recognition, there 
has been much interest and speculation 
concerning the kinetic resistance of 
amorphous alloys to corrosive attack. 
From the standpoint of their supposed 
disorderliness, it might seem that they 
would be especially susceptible, in com- 
parison with their crystallized states, to 
such attack. On the other hand, the DRP 
structure is ideally free of dislocations 
and intercrystalline boundaries, which 
are often preferred sites of chemical ac- 
tion. Also, as we have noted, the posi- 
tions throughout this structure are highly 
correlated locally despite the absence 
of long-range translational correlation. 
Thus if the structures of glassy metals 
actually approximate the ideal DRP 
structure, they might prove to be ex- 
ceptionally resistant to corrosion (9). 

Several recent studies [for example, 
see (113, 114)] have indicated that late 
transition metal-metalloid alloys are in- 
deed much more corrosion-resistant in 
their glassy than in their crystallized 
forms. However, these alloys, as do 
most glassy metals, crystallize to two or 
more phases with different composi- 
tions, so that it is not clear whether the 
superior corrosion resistance of the 
glasses is due to their structural or to 
their chemical homogeneity. It will gen- 
erally be difficult to disassociate these 
two effects. In any event, the experi- 
ments cited are important for their in- 
dication that high degrees of homogene- 
ity, compositional and structural, confer 
greatly improved corrosion resistance on 
alloys. Such homogeneity is probably a 
consequence of the rapid quenching pro- 
cedures used to form glassy alloys. 
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