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maintained that physical dispersion is 
important, and some attempts have been 
made to use the effect to reconcile body 
wave and surface wave earth models (3). 
Randall (4) recently further stressed this 
point. Liu et al. (5) calculated the dis- 
persion-absorption for a solid having a 
spectrum of relaxation mechanisms, and 
we use their results in this report. 

Relaxation phenomena are most likely 
to be responsible for seismic absorption 
(6, 7). Relaxation mechanisms include 
grain boundary effects, partial melting, 
phase changes, stress-induced atomic 
reordering, and thermoelasticity. Ab- 
sorption in a medium with a single char- 
acteristic relaxation time, r, gives rise to 
the familiar bell-shaped Debye peak cen- 
tered at a frequency wo = r-~. The specif- 
ic dissipation function, Q-l, and phase 
velocity satisfy the differential equation 
for the standard linear solid and can be 
written (8, 9) 
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The Earth as a Seismic Absorption Band 

Abstract. Attenuation of seismic waves indicates that the earth is not perfectly 
elastic. Dispersion accompanying absorption gives frequency-dependent "elastic" 
moduli, a fact that must be taken into account when inverting seismic data. Normal 
mode data are reinverted after correcting for absorption. The correction removes the 
discrepancy between body wave and free oscillation interpretations of earth struc- 
ture. 
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The earth is often assumed to be a per- 
fectly elastic body. One consequence of 
this assumption is that elastic moduli and 
seismic velocities do not depend on fre- 
quency. Thus, if the assumption is valid, 
the moduli determined from seismic 
body waves can be compared directly 
with surface wave, free oscillation, and 
ultrasonic laboratory results and used 
to compute tidal response, Chandler 
wobble periods, and static deformation 
of the lithosphere. However, "elastic" 
waves are nondispersive only at very 
high and very low frequencies, and ideal 
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elastic behavior is only approached at 
very low temperatures. The absorption 
of seismic body waves and the decay of 
free oscillations indicate that the earth is 
not a perfectly elastic body. It is well 
known that dispersion must accompany 
absorption (1) and therefore elastic mod- 
uli depend on frequency. The travel 
times of body waves and the periods of 
free oscillation are now known to better 
than 0.1 percent; the effect of dispersion 
over the seismic frequency band can 
amount to 1 percent, and it is therefore a 
nonnegligible effect. Jeffreys (2) has long 

Fig. 1. Shear veloci- 
ties plotted against ra- 

_ dius for model C2, 
which assumes that 
the earth is perfectly 
elastic, and model 
4Q2, which is based 
on the inversion of 
torsional oscillations 
data corrected for at- 

fI ,l tenuation. 
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The high-frequency, Co, and low-fre- 
quency, Co, velocities are related by 

Cx2 - -C02 

CoCo 

In the equations above, Om-1 is the peak 
value of the specific dissipation function 
at or = 1. The low- and high-frequency 
limits of Q-1 are, respectively, 
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Q-(w) = 2Qm-WTo Q-(w) = 2Qm-WTo (3) (3) 

and and 

Q-(o) = 2Qm-1(oT)-l Q-(o) = 2Qm-1(oT)-l (4) (4) 

Note that the magnitude of the peak dis- 
sipation depends on the total range of 
velocities. The phase velocity is only 
constant at high and low frequencies; in 
these limits Q-1 varies as w or co-1. Labo- 
ratory data on attenuation (8, 9) indicate 
that the absorption peak is generally 
much broader than given by Eq. 1. This 
is usually interpreted in terms of a distri- 
bution of relaxation times. 

The fact that seismic values for Q-' 
are roughly frequency-independent and 
are comparable in magnitude to peak 
attenuation values in polycrystalline 
oxides and silicates (10) suggests that 
seismic frequencies are in the midst of a 
broad absorption band. Shear waves re- 
flected from the core (ScS waves) of pe- 
riod 10 to 50 seconds and toroidal oscilla- 
tions having periods greater than 1000 
seconds both sample the entire mantle 
and have approximately the same Q (11, 
12). This suggests that Q cannot have the 
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strong frequency dependence implied by 
Eq. 3 or Eq. 4, and therefore seismic fre- 
quencies are in the midst of, rather than 
on the skirts of, an absorption band. 

Relaxation mechanisms have been 
proposed for the mantle that have relax- 
ation times spanning the seismic spec- 
trum (6, 7). Even if a single mechanism 
were responsible for the absorption of 
seismic energy, the variations of temper- 
ature, pressure, activation energy, acti- 
vation volume, grain size, dislocation 
length, and so forth through the mantle 
will serve to broaden the absorption 
peak. The dissipation and dispersion for 
a solid having a spectrum of relaxation 
times have been calculated by Liu et al. 
(5) and Norwick and Berry (9). The su- 
perposition of elementary relaxation 
peaks having a continuous distribution of 
relaxation times from r, to Tr distributed 
as r-1 gives 

Q-1 = (2Qm-/lvr) x 

tan- [to(r2 - rT)/(1 + o21Tr2)] (5) 

and 

C(o) = Co(l + Qm-1/2r7) x 

ln[(l + o2r22)/(1 + co2r,2)] (6) 

These equations were derived by Liu et 
al. (5), where a fuller discussion can be 
found. Liu et al. also gave the expression 
for group velocity, but this is not needed 
in the present discussion. An equation 
equivalent to Eq. 5 was derived by Sav- 
age (7) for thermoelastic attenuation in a 
polycrystalline solid having a distribu- 
tion of grain sizes. 

For , < w-'1 < T2 the value of Q is con- 
stant and equal to Qm. In this frequency 
range the velocities at two frequencies 
are related by 

C(o2)/C(o,) = 1 + (l/7rQm)ln(w2/lo) (7) 

If Q is independent of frequency in the 
seismic band, this equation gives the fre- 
quency-dependent correction that must 
be applied to surface waves and free os- 
cillations to remove the effect of physical 
dispersion. This equation has also been 
derived from other linear theories of at- 
tenuation (1). It should be emphasized 
that dispersion must accompany absorp- 
tion even if Q is not frequency-indepen- 
dent. 

Velocities are higher at high fre- 
quency. If dispersion due to anelasticity 
is not taken into account, there will be a 
systematic discrepancy between body 
wave, surface wave, and free oscillation 
results, with body waves giving the high- 
er velocities, as observed (13, 14). 

The discussion so far is quite general. 
The relations between attenuation and 
3 JUNE 1977 
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dispersion do not depend on 
physical mechanism. For ther 
vated grain boundary relaxat 
assumption about grain sha] 
mantle it is possible to calcul 
ference between the high-freq 
low-frequency shear velocity, 
ation time as a function of dep 
spread of relaxation times r 
satisfy the observed Q data. 
theory of O'Connell and Budi; 
we calculate Co/Co = 0.87 f 
ahedral grains. This gives 
for a minimum mantle Q of 2 
and justifies our assumption 
relaxation band. In terms of te 
the relaxation time is 

r = ro exp(E*/RT) 

where r0 is the atomic jump tin 
second), R is the gas constant 
activation energy, and T is abs 
perature. The above spread in 
times implies a spread of abo 
mole in the activation energ 
boundaries. For T = 1500?K 
proximate temperature in the 
the upper mantle low-Q i 
E* = 90 to 120 kcal/mole, 
times are between 1 and 10' 
which span the seismic band. 
osphere and below about 200 1 
sorption band is outside the sei 
and little attenuation of seismi 
predicted for these regions. 

Surface wave phase velocit 
free oscillation periods, T,, ca 
rected to a standard period, 
ond, by 

ACi/C, = - ATlT = (7rQ,)- 

where Qi-i is the dissipation fu 
the mode having an angular fre 
(5). Thus, if Q is known for e 
in question, the correction is 
forward. However, Q is not I 
many of the modes in the free 
data set. It can be estimated 
model such as MM8 (12). Fc 
oscillations the equations of Ai 
al. (12) give 
- ACl/Ci = (1/7r)ln(ow/2rr) x 

n 
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Fig. 2. Shear wave travel time residuals, rela- 
tive to the Jeffreys-Bullen tables (19), as a 
function of distance in model 4Q2. 

for a model composed of N spherical 
shells, where Qe,- is the dissipation func- 

90 11o tion and /e is the shear velocity in the 
layer [. The partial derivatives are easily 
calculated (16) and have been tabulated 
for many of the normal modes (17). A 

a specific similar expression can be written for 
rmally acti- Rayleigh waves and spheroidal oscilla- 
ion and an tions. 
pes in the As an illustration of the effect, we take 
ate the dif- the theoretical Q model MM8 (12), cor- 
luency and rect the toroidal data (13, 14), and invert 
, the relax- for the distribution of shear velocity and 
,th, and the density to obtain model 4Q2. The same 
equired to data set, uncorrected for anelasticity, 
Using the was inverted to give model C2 (14). The 

ansky (15), two models are shown in Fig. 1. As ex- 
for dodec- pected, the main effect is to increase the 
r1/72 ~ 104 shear velocities in the upper mantle. This 
Z0 in shear removes the discrepancy between free 
of a broad oscillation and body wave results (13, 14) 
:mperature which has been attributed to large and 

deep differences between continental 
and oceanic mantle (13, 14, 18). This 
does not rule out lateral variations in the 

ie (- 10-13 upper 200 km of the earth, which are well 
t, E* is the documented from both surface wave and 
solute ter- body wave studies. 
relaxation The travel time residuals for model 

ut 30 kcal/ 4Q2, compared to the shear wave travel 
y of grain times from the tables of Jeffreys and Bul- 
:, the ap- len (19), are shown in Fig. 2. The residu- 
vicinity of als oscillate about the Jeffreys-Bullen 
zone, and value with an average residual of + 0.4 
relaxation second in the distance range 30? to 105?. 

4 seconds, This can be compared with the 4- to 5- 
In the lith- second discrepancy between body wave 
km the ab- and free oscillation results that results 
ismic band from inversion of uncorrected normal 
c waves is mode periods (13, 14). Thus, the effect of 

attenuation reconciles seismic data taken 
ies, Ci, or over a broad frequency band. 
an be cor- Model 4Q2 fits the corrected toroidal 
say 1 sec- data set as well as the elastic model C2 

(14) fits the uncorrected data, within 0.09 
percent. A more complete inversion of 

ln(217T/i,) the corrected normal mode data, includ- 
(8) ing spheroidal modes, is in progress. Pre- 

inction for liminary results indicate that the com- 
,quency oi pressional velocity structure of the upper 
;ach mode mantle is affected in much the same way 
s straight- as the shear velocity structure. 
known for The implications of frequency-depen- 
oscillation dent elastic moduli extend beyond 
from a Q seismology. It is common practice to 
)r toroidal compare seismic velocities with ultra- 
nderson et sonic data in order to infer composition. 

This is not valid for depths below about 
100 km because of the difference in the 
relaxed (low-frequency, high-temper- 

i ature) and unrelaxed (high-frequency, 
(9) low-temperature) shear moduli. Also, 
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the response of the earth to deformations 
at tidal, annual, and Chandler periods is 
different from that at seismic periods. 
The effect of anelasticity is to make 
Chandler periods 1 to 2 days longer than 
the periods calculated for earth models 
constructed on the basis of short-period 
seismic data. 

DON L. ANDERSON 
HIROO KANAMORI 

ROBERT S. HART 
HSI-PING LIU 

Seismological Laboratory, California 
Institute of Technology, Pasadena 91125 

References and Notes 

1. W. Futterman,J. Geophys. Res. 67, 5279 (1962); 
E. Strick, Geophys. J. R. Astron. Soc. 13, 197 
(1967); C. Lomnitz, J. Appl. Phys. 28, 201 
(1957); H. Kolsky, Philos. Mag. 8, 693 (1956). 

2. H. Jeffreys, Nature (London) 208, 675 (1965). 
3. E. Carpenter and D. Davies, ibid. 212, 134 

(1966). 
4. M. Randall, Phys. Earth Planet. Inter. 12, 1 

(1976). 
5. H. Liu, D. Anderson, H. Kanamori, Geophys. 

J. R. Astron. Soc. 47, 41(1976). 
6. D. Anderson, ibid. 14, 135 (1967); J. Vaisnys, J. 

Geophys. Res. 73, 7675 (1968); D. Jackson, 
Proc. Natl. Acad. Sci. U.S.A. 68, 1577 (1971). 

7. J. Savage, J. Geophys. Res. 70, 3935 (1965). 
8. C. Zener, Elasticity and Anelasticity of Metals 

(Univ. of Chicago Press, Chicago, 1948); S. Ko- 
gan, Izv. Acad. Sci. USSR Earth Phys. 11, 3 
(1966). 

the response of the earth to deformations 
at tidal, annual, and Chandler periods is 
different from that at seismic periods. 
The effect of anelasticity is to make 
Chandler periods 1 to 2 days longer than 
the periods calculated for earth models 
constructed on the basis of short-period 
seismic data. 

DON L. ANDERSON 
HIROO KANAMORI 

ROBERT S. HART 
HSI-PING LIU 

Seismological Laboratory, California 
Institute of Technology, Pasadena 91125 

References and Notes 

1. W. Futterman,J. Geophys. Res. 67, 5279 (1962); 
E. Strick, Geophys. J. R. Astron. Soc. 13, 197 
(1967); C. Lomnitz, J. Appl. Phys. 28, 201 
(1957); H. Kolsky, Philos. Mag. 8, 693 (1956). 

2. H. Jeffreys, Nature (London) 208, 675 (1965). 
3. E. Carpenter and D. Davies, ibid. 212, 134 

(1966). 
4. M. Randall, Phys. Earth Planet. Inter. 12, 1 

(1976). 
5. H. Liu, D. Anderson, H. Kanamori, Geophys. 

J. R. Astron. Soc. 47, 41(1976). 
6. D. Anderson, ibid. 14, 135 (1967); J. Vaisnys, J. 

Geophys. Res. 73, 7675 (1968); D. Jackson, 
Proc. Natl. Acad. Sci. U.S.A. 68, 1577 (1971). 

7. J. Savage, J. Geophys. Res. 70, 3935 (1965). 
8. C. Zener, Elasticity and Anelasticity of Metals 

(Univ. of Chicago Press, Chicago, 1948); S. Ko- 
gan, Izv. Acad. Sci. USSR Earth Phys. 11, 3 
(1966). 

tions. 

Recent chemical and physicochemical 
studies of chromatin isolated from bulk 

populations of synchronized cells sug- 
gest that chromatin conformation (1, 2) 
and levels of nuclear protein phosphoryl- 
ation (3) change throughout the mamma- 
lian cell cycle, parallel to other physical- 
chemical and autoradiographic parame- 
ters (4). Attempts have been made to 
correlate these variations with the mech- 
anisms that control cellular proliferation 
and S phase DNA replication (2, 3). It is, 
however, difficult to estimate the degree 
to which measurement artifacts are in- 
troduced in these determinations by the 
physical alterations of macromolecular 
structure which are produced during the 
process of fractionation of cell constitu- 
ents. For instance, there is evidence that 
the structural and functional properties 
of native chromatin are drastically al- 
tered by shearing during the isolation 
procedure (5, 6). It is desirable to deter- 
mine quantitative changes in chromatin 
during the cell cycle in situ, that is, in 
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cells that are morphologically intact. The 
DNA content of Feulgen-stained cell nu- 
clei and chromosomes may be estimated 
by means of the integrated optical den- 
sity (I.O.D.) obtained by scanning densi- 
tometers (7). Measurement artifacts usu- 
ally arise from random processes such as 
variation in nuclear thickness and elec- 
trical noise in the measurement system, 
thus making statistical analysis neces- 
sary. These studies determined that dif- 
ferences in mean values of nuclear geo- 
metric parameters and I.O.D. (DNA 
content) exist between images obtained 
from cells that were synchronized and 
harvested at various intervals through- 
out the HeLa S3 cell cycle. 

Several alternative approaches to tex- 
ture analysis have already been used 
successfully in various fields of life sci- 
ence (8). 

We measured the following parame- 
ters for each nuclear image at the base 
threshold [0.04 optical density (O.D.)]: 
I.O.D., area, projection, and perimeter. 
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We also computed these derived param- 
eters from measured values-average 
O.D. for each nuclear image (obtained 
by dividing the area of the nuclear image 
by the square of its parameter) and mean 
bounded path (obtained by dividing the 
area of a nuclear image by its horizontal 
projection). In this case the horizontal 
projection consisted of the linear sum of 
all lagging edges projected against a ver- 
tical line. 

We used the Quantimet 720-D auto- 
mated image analyzer for these experi- 
ments, which was equipped with a 
plumbicon scanner and 720-D densi- 
tometer module (Cambridge Instrument) 
(9), and a Reichert Zetopan research mi- 
croscope, equipped with an 80-,tm stage 
driven by a stepping motor. A 100-watt 
tungsten halogen light source was used, 
equipped with a 546-nm filter (40-nm 
bandwidth; Fish-Sherman). The con- 
denser aperture was 1.35; the objective 
was 100 x oil immersion planar achro- 
mat with open iris and a numerical aper- 
ture of 1.25. Internal magnification was 
10 x, produced by a Reichert high- 
quality, direct coupled magnification 
changer. 

The area scanned by the Quantimet is 
comprised of 880 by 688 picture points 
which are subdivided into a 32 by 24 
shade correction matrix. A featureless 
area of the specimen is imaged and load- 
ed into the shade corrector matrix. This 
provides a multipoint image loading of 
shading with omnidirectional inter- 
polation throughout and across matrix 

squares. During specimen analysis, the 
video signal is routed through the shade 
corrector that modulates the signal to 

provide on-line background smoothing. 
The shade corrector compensates for lo- 
cal gray level differences in the image 
and provides a flat background field 
throughout the scanned region. The lin- 
ear dimension of the square picture 
points was determined at the magnifica- 
tion used by means of a stage microme- 
ter (American Optical) graduated in 20- 
,um divisions. The frame was adjusted to 
include leading and trailing edges at a giv- 
en distance, and the frame width in pic- 
ture points was read from the display (re- 
peated ten times and averaged). The re- 
sultant mean picture point width (0.089 
gim) was then entered into the data ac- 
quisition program and formed the basis 
for all measurements of length and area. 
Final system performance was checked 
by measuring the I.O.D. and area of a 
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Final system performance was checked 
by measuring the I.O.D. and area of a 
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tions within the scanning field-one in 
the center of the field, one in each cor- 
ner, and two on the center line (at the top 
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Nuclear Morphometry During the Cell Cycle 

Abstract. Directly measured and derived geometric and densitometric parameters 
were obtained by means of the automated image analyzer Quantimet 720-D in Feul- 
gen-stained HeLa cells synchronized by selective mitotic detachment. These data 
indicate substantial alteration of nuclear morphology during the entire cell cycle, 
even during the G1 and G2 phases, and the late Gl-early S and late S-G2 transi- 
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