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For many years better analytical meth- 
ods for the determination of second 
phases in steel have been needed, be- 
cause these phases are often more closely 
related to the heat treatment and mechan- 
ical properties of the steel than the ele- 
mental composition. I discuss here some 
of the recent approaches to solving this 
problem. 

Ever since steel was first manufac- 
tured, metallurgists have been searching 
for methods of changing its mechanical 
properties so that specific grades can be 
made for particular applications. Often 
such changes are brought about by the 
addition of one or more alloying elements 
to the steel, and at least 35 elements have 
been added for this purpose. Most of 
these elements can be present in solid so- 
lution in iron, but they often change the 
mechanical properties of the steel by 
combining with oxygen, nitrogen, car- 
bon, or sulfur to form precipitates in the 
steel that are referred to as second-phase 
compounds. Sometimes the second 
phase will contain two metals such as 
nickel and titanium combining to form 
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NiaTi, but most often the second phases 
are oxides, nitrides, carbides, sulfides, 
carbonitrides, carbosulfides, and similar 
compounds. These compounds may be 
formed in the molten bath, during solidi- 
fication, during rolling or forming, during 
heat treatment, and sometimes even dur- 
ing storage at ambient temperature. 

Table 1 shows how precipitates can af- 
fect some of the mechanical and physical 
properties of steel. Only a portion of the 
approximately 200 precipitates found in 
low-alloy, high-alloy, and specialty steels 
and some of the important mechanical 
properties are listed. Often metallurgists 
can associate precipitates with additional 
changes in the mechanical, physical, and 
chemical properties of steel. No attempt 
has been made in Table 1 to note whether 
a particular precipitate has a detrimental 
or beneficial effect on the mechanical 
properties of steel because in many in- 
stances the effect can be either positive or 
negative depending on the amount, size, 
and distribution of the precipitate. Pre- 
cipitate concentration can vary from as 
much as 10 percent (by weight) (cement- 
ite, Fe3C) to as little as 0.002 percent [bo- 
ron nitride (BN) and ferrous sulfide 
(FeS)]. 

The determination of where a precipi- 
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(FeS)]. 

The determination of where a precipi- 

tate is located in the iron matrix is of great 
importance in terms of what effect it can 
have on the properties of the steel. Even 
very small quantities of a precipitate lo- 
cated at a grain boundary can induce 
cracking or corrosion, whereas a larger 
amount of the same material located ran- 
domly throughout the steel will not have 
the same effect. Small particles of carbide 
or nitride arranged in rows will form a 
barrier to slip and dislocation movement 
in the crystals of the iron matrix and are 
therefore much more effective in confer- 
ring strength than randomly arranged par- 
ticles. 

The particle size of the precipitated 
phase is also important. As an example, 
the strength of a steel is changed more by 
particles of carbide and nitride that are 30 
to 400 angstroms in size than by larger 
particles because these smaller particles 
are much more effective in preventing 
grain growth, and fine-grained steels are 
stronger. Frequently very large particles 
of carbide or nitride are detrimental to the 
steel, whereas small particles of the same 
compound can be beneficial. 

The magnitude of the analytical chem- 
ical problem can be appreciated when one 
realizes that more than 50 nitrogen com- 
pounds can be present in simple and com- 
plex steels. These include simple nitrides 
such as titanium nitride (TiN) or more 
complex nitrides such as niobium carbo- 
nitride (NbCxN,), manganese silicon ni- 
tride [(MnSi)N2], and aluminum oxyni- 
tride (AIOXN,). A like number of carbides 
and oxides and a smaller number of sul- 
fides and carbosulfides may also be found 
in steels. There are thus several hundred 
compounds that can exist in the carbon, 
alloy, and specialty steels presently being 
produced in the United States. As a re- 
sult, the identification and determination 
of second-phase compounds in steel have 
been a real challenge in the development 
of improved steels. 
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Identification of Second Phases 

The identification of second phases fre- 
quently requires the application of a vari- 
ety of analytical chemical techniques. It 
has been necessary to use modern quali- 
tative physical techniques in many in- 
stances because conventional quan- 
titative microchemical methods were not 
applicable or reliable. However, recent 
developments in the identification and de- 
termination of second phases by less con- 
ventional or new chemical approaches 
have made quantitative analysis possible 
and also have increased the analyst's abil- 
ity to identify more minor phases in the 
steel. These developments I intend to de- 
scribe in some detail. Since the chemical 
methods are correlated with qualitative 
physical methods, it seems appropriate to 
outline the conventional techniques now 
in use before proceeding to the newer 
ones. 

The optical microscope is used on a 
routine basis to examine the micro- 
structure of steel, and most of the litera- 
ture on structure-property relationships 
in steel includes optical micrographs. Al- 
though there is a continued and expanded 
use of metallographic methods, the need 
for information on second-phase particles 
smaller than 2000 angstroms (the limit of 
resolution of optical microscopy) has led 
to the use of other microscopic proce- 
dures. From a practical standpoint, parti- 
cles smaller than 1 micrometer cannot be 
identified with a microscope. 

Very fine particles of a phase in steel 
can be examined with a transmission 
electron microscope; the sample used is 
in the form of a very thin foil. When a thin 
foil is not practical, an extraction replica 
is used. In this technique second phases 
are extracted by a plastic or carbon film 
that retains them, along with the surface 
topography, for examination in the elec- 
tron microscope. This technique is also 
useful in the examination of fracture sur- 
faces that may contain second-phase par- 
ticles. The scanning electron microscope 
can also be used to produce an image of 
the steel surface; with this instrument it is 
possible to detect particles as small as 50 
angstroms. 

The electron microprobe analyzer is al- 
so used to examine discrete second-phase 
particles. When the second-phase par- 
ticle is large enough so that the x-rays 
from the particle can be differentiated 
from the radiation due to the primary 
steel alloy phase, then it is possible to 
identify the particle. Even more refined 
analysis to show the purity of the second 
phase is possible. As an example, 
(Mn,Fe)S and (Fe,Cr)3C can be differ- 
entiated from MnS and Fe3C. 
8 APRIL 1977 

Microscopic methods are not com- 
pletely satisfactory for the identification 
of all phases because, although they re- 
veal the presence and location of a precip- 
itate in a crystal, they cannot discern 
which or how much carbide, nitride, or 
carbonitride is present. X-ray diffraction 
is sometimes used to gain this informa- 
tion, but it is sometimes quite difficult to 
differentiate among the carbide, nitride, 
and carbonitride of the same metal. The 
quantitative determination of a particular 
second phase usually requires a micro- 
chemical determination. 

New Microchemical Techniques for the 

Determination of Second Phases 

In most instances the microchemical 
determination of a particular phase be- 
gins with the isolation of a group of com- 
pounds from the steel matrix. The diffi- 
culty in determining small amounts of a 
specific second phase has already been 
discussed. It becomes even more diffi- 
cult, for example, when small amounts of 
minute particles of a metal carbide must 
be handled in the presence of a much 
larger concentration of Fe3C. For this 
reason chemists have recently resorted to 

solid-gas reactions in which small quan- 
tities of a specific chemically isolated 
phase or a group of chemically isolated 
phases react with a gas without prior sep- 
aration of the Fe3C and other phases. If a 
good system is built for the determination 
of evolved gases, such a procedure can be 
much more sensitive and specific than 
normal microanalytical methods because 
it eliminates many microanalytical opera- 
tions. Preliminary investigations estab- 
lished that metal carbides (1-4) and metal 
nitrides (3, 5, 6) burn in oxygen (02) and 
evolve carbon dioxide (CO2) and nitrogen 
(N2), respectively, over specific temper- 
ature ranges. The temperature of com- 
bustion or decomposition is an indication 
of which carbide or nitride is present. 
Quantification is usually achieved by 
measurement of the amount of CO2 or N2 
evolved. 

Early work by Koch and Keller (1) and 
Klyachko and Yakovleva (2), consisting 
of combustion at fixed temperatures with 
conventional apparatus, was only partial- 
ly successful in determining iron carbide. 
However, because of the availability of 
better differential thermal analysis (DTA) 
instruments and better methods for the 
measurement of gases, my co-workers 
and I have been successful in developing 

Table 1. Effect of precipitated phases on some mechanical properties of steel; X, affects 
mechanical properties directly or indirectly; 0, no effect; RE, rare earth. 

Mechanical property affected 

Grain B rittle- 
Precipitate Form- size 

Strength abil- Tough- Strain and Harden- ness 
ity ness aging orien- ability during 

orenty nestren 
rolling tation 

Carbides 
Fe3C X X X X 0 X 0 
VC, V4C3 X X X X X X 0 
TiC X X X X X X 0 
Nb4C3, NbC, (Nb,Mo)C X X X X X X 0 

Nitrides 
Fe4N X X X X X 0 0 
VN and VCxNy X X X X X X 0 
TiN and TiCXNy X X X X X X 0 
a andf 3Si3N4 0 0 0 X X 0 0 
AIN X X X X X X 0 
NbN (cubic) X X X X X X 0 
BN O O X X O X X 

Oxides 
FeO 0 X X 0 0 0 0 
MnO 0 X X 0 0 0 0 
Spinels 0 X X 0 0 0 0 
A1203, aluminates 0 X X 0 0 0 0 
SiO2, silicates 0 X X 0 0 0 0 
B203, borates 0 0 X 0 0 X X 

Sulfides 
FeS 0 X X 0 0 0 X 
MnS 0 X X 0 X 0 X 
y-Ti2S 0 X X 0 X 0 X 
Ti4C2S2 0 X X 0 X 0 X 
RE202S 0 X X 0 X 0 X 

Other phases 
(Ni2Fe)3Mo X X X 0 0 0 0 
cr-FeMo X X X 0 0 X X 
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procedures in which gas-solid reactions 
are used for the analysis of inclusions (3- 
15). Thus far, we have quantitatively de- 
termined 35 carbides, carbonitrides, and 
nitrides by reacting these compounds 
with 02 and measuring the CO2 or N2, or 
both, evolved during combustion or de- 
composition over a specific temperature 
range. 

To accomplish the analysis we modi- 
fied a DTA apparatus (R. L. Stone Com- 
pany) by reducing the sample com- 
partment volume; a sensitive system for 
evolved gas analysis (EGA) was con- 
nected to this apparatus for the determi- 
nation of the gas evolved from the 1- to 3- 
milligram sample as it was heated (3-14). 
The DTA procedures record the dif- 
ference in temperature between a refer- 
ence material (usually aluminum oxide, 
A1203) and the sample as the two are pro- 
gram-heated. The DTA recording is ac- 
complished by use of a pair of differential 
thermocouples arranged so as to sense 
changes in the heat content of the sample 
as compared with the reference material. 
A change in heat content occurs because 
of a chemical reaction, change of state, or 
phase change of the sample. A schematic 
diagram which may be used as a guide to 
build or modify DTA and thermal con- 
ductivity instrumentation is shown in Fig. 
1. In the modified Du Pont instrument 
shown in part in Fig. 1, we achieved an 
increase in the EGA sensitivity by rede- 
signing and reducing the bore of the ce- 
ramic tube from 16 to 1.3 millimeters. 

Although the CO2 can be measured by 

C02 EGA analysis 

thermal conductivity in the 02 carrier gas, 
before the measurement of the evolved 
N2 in the 02 carrier gas, 02 and N2 must be 
separated chromatographically. With this 
technique, 80 percent of the N2 evolved 
every 3 minutes is included in the sample 
by use of an automatic sampling device 
and is separated and measured as part of a 
series' of sequential analyses (5, 6-9, 12, 
13, 15). 

The thermal conductivity response is 
recorded on a 1-millivolt full-scale re- 
corder, and the area under the CO2 re- 
sponse or the family of N2 peaks is related 
to the concentration of the evolved gas 
and therefore to the carbide or nitride. 

To carry out an analysis with the in- 
struments described, between 1 and 3 
milligrams of residue isolated from 1 to 4 
grams of steel is placed in a platinum pan 
resting on a thermocouple in the sample 
compartment. The residue is heated at 
the rate of 10?C per minute in a dynamic 
02 flow of 3 milliliters per minute. The 
DTA thermogram is recorded. Figure 2 is 
a complex example of the determination 
of seven carbides in a residue isolated 
from a niobium-bearing steel. It shows 
that the steel contained three different 
niobium carbides, two molybdenum car- 
bides, a titanium carbide, and Fe3C. A 
Du Pont curve resolver, which is normally 
used to resolve overlapping chromato- 
graphic peaks, was used to resolve the 
complex response into the individual gas 
evolution peaks. The instrument can be 
used to generate Gaussian responses of 
different shape and size in order to fit the 

N2 EGA analysis 

Fig. 1. Diagram of DTA-EGA apparatus. 
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EGA CO2 response. (Lorentzian and oth- 
er shapes may also be generated, but 
EGA responses have been observed to be 
Gaussian.) Justification for a resolution is 
based on known responses for possible 
compounds of niobium and molybdenum. 
A microchemical determination of mo- 
lybdenum was necessary to confirm the 
correctness of the resolution. Figure 2 is a 
very complex response and is included to 
show the limits of the technique. Figure 3 
is a more typical EGA response and 
shows the peaks obtained as part of a de- 
termination of nitrides in another steel. In 
Fig. 3 the N2 evolved at the lowest, inter- 
mediate, and highest temperatures result- 
ed, respectively, from the decomposition 
of E-NbN, NbCXN,, and TiN. 

Advantages of DTA-EGA 

I have already pointed out that the use 
of DTA-EGA eliminates many of the 
chemical separations necessary in micro- 
chemical analysis. The separation of a 
few parts per million of a particular phase 
from a hundred thousand parts per mil- 
lion of Fe3C is very difficult. Physical 
methods such as magnetic separation are 
often attempted because chemical sepa- 
rations of impure phases are not depend- 
able (16). When the particles of the phase 
being determined are very small (- 100 
angstroms), normal filtration procedures 
cannot be applied. Moreover, published 
solubility data for the pure compounds 
are not always applicable to a very fine 
impure particle of a compound which has 
a large surface-to-weight ratio and possi- 
bly also some crystal defects. In addition, 
special precautions must be taken in a mi- 
crochemical procedure to prevent the 
oxidation of very fine particles in air. 
Even if all the above difficulties are over- 
come, there is still some uncertainty 
about the interpretation of the results ob- 
tained with elemental analysis and x-ray 
diffraction. As an example, the chemist 
must use his best judgment in deciding 
whether the results indicate that TiN and 
V4C3 are present rather than TiC and VN. 
Such an interpretation can be even more 
difficult if the possibility of carbonitrides 
is also considered. Therefore, DTA-EGA 
not only saves analytical time, but it can 
also reduce the analytical errors. 

The use of DTA-EGA also reduces the 
initial analytical time needed for the isola- 
tion of a residue. Because the gas analysis 
system is sensitive and because several 
carbides or nitrides can be determined 
from 1 milligram of isolated residue, less 
residue is needed than for an exhaustive 
chemical analysis. 

With optimum isolation conditions, the 
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latest DTA-EGA instruments are capable 
of detecting the evolution of CO2 and N2 
from as little as 0.001 percent TiC and 
0.001 percent TiN, respectively. This 
sensitivity is equal to that attained for the 
determination of total titanium in the steel 
by standard chemical procedures. 

Frequently phases can be quan- 
titatively determined by DTA-EGA that 
are not even detected or identified by oth- 
er chemical or physical methods. With 
reference to Fig. 2, an x-ray diffraction 
analysis revealed NbC, which was really 
NbC + Nb4C3, but did not identify Nb2C, 
TiC, cubic Mo2C, hexagonal Mo2C, or 
Fe3C. A second-phase compound usually 
has to be present in a concentration of at 
least 5 percent in an isolated residue be- 
fore it is detectable by x-ray diffraction. 
Often Fe3C or amorphous carbon from 
the decomposition of Fe3C, or both, pre- 
vents the detection of important phases in 
the isolated residue. 

Because small amounts of second- 
phase compounds are more easily de- 
tected by DTA-EGA than by other tech- 
niques, phases can now be found in steels 
that were not suspected earlier. One of 
the initial surprises in the development of 
this method was the determination of 
three different types of NbN in the same 
steel. It was found that with certain heat 
treatments very small particles of hexag- 
onal, close-packed hexagonal, and cubic 
NbN were all present in a particular steel. 
This finding was deduced from the com- 
position of the steel, the microchemical 
analysis of the isolated residue, the DTA- 
EGA responses, the heat treatment, and 
the technical literature; but it was not 
possible to verify the forms of NbN by x- 
ray diffraction because the second-phase 
precipitates were too small (9, 10). 

The Nb2C (Fig. 2) was initially identi- 
fied by DTA-EGA and verified on the 
basis of the composition of the steel and 
the determination of niobium in the iso- 
lated residue; Nb2C was not observed by 
x-ray diffraction (10). Since the initial 
identification of Nb2C, this carbide has 
also been found in several commercial 
high-strength, low-alloy steels, although 
it was not thought to be present. In more 
recent work, DTA-EGA results have 
shown that Cr2C is present in heat-treated 
chromium-bearing steels in many more 
instances than had been reported (15). 

Figure 2 shows that there is a difference 
of approximately 150?C in the com- 
bustion temperature of Nb4C3 and NbC; 
Nb4C3 is the defect structure of NbC and 
is often the form of the carbide found in 
steel. Only under optimum conditions is it 
possible to distinguish the change in the 
x-ray diffraction pattern caused by vacant 
carbon sites, which is responsible for the 
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Temperature (?C) 

difference between cubic Nb4C3 and cu- 
bic NbC. If the particles in the precipitate 
are very fine, then line-broadening would 
prevent differentiation of the defect struc- 
ture. Similarly the DTA-EGA results 
show that the normal vanadium carbide 
precipitated in steel is V4C3, and VC is 
only rarely found (12). 

One of the outstanding advantages of 
DTA-EGA is that it can be used to dif- 
ferentiate easily between a metal carbo- 
nitride and the corresponding carbide, 
nitride, or carbide-nitride mixture. This 
differentiation is very difficult to accom- 
plish by x-ray diffraction and other ana- 
lytical procedures. For VCXNy, TiCXNy, 
Cr2CxN,, and other carbonitrides, the si- 
multaneous evolution of CO2 and N2 at a 
given temperature when the residue is 
heated provides for the easy discernment 
of these carbonitrides (9, 12, 15). The car- 
bonitride NbCXNy differs from the carbo- 
nitrides mentioned above because it de- 
composes to NbON before giving up N2; 
this carbonitride is easily detected when 
it is known that niobium is present in the 
steel (10, 13). It is possible, therefore, to 
establish by DTA-EGA the formula of the 
carbonitride in a precipitate. Results have 
been published for NbCxN, and Cr2CxNy 
(13, 15). The changes in the amount of 
carbon and nitrogen in the carbonitride 
precipitate brought about by changes in 
the heat treatment of the steel have been 
determined (13). In a similar manner, it is 
also possible to distinguish between a 
metal carbosulfide and a mixture of its 
carbide and sulfide. 
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Fig. 2 (left). The DTA-EGA response for steel 
containing niobium and molybdenum. Fig. 
3 (above). The EGA response of N2 for nio- 
bium-bearing steel. 

Other changes in the composition of 
precipitates are also detectable by DTA- 
EGA. For example, (Nb,Mo)C, which 
was thought to be NbC on the basis of x- 
ray diffraction results, was observed to 
change into two phases (NbC and Mo2C) 
when heat-treated (10). Also, the ratio of 
chromium to iron in (Cr,Fe)7C3 was ob- 
served to affect the combustion temper- 
ature (15). 

One of the most effective uses of the 
DTA-EGA procedure is to quantitatively 
follow the changes in precipitate compo- 
sition as a steel is heat-treated. Much can 
be learned about the mechanism of car- 
bide formation and the rate of precipi- 
tation of a particular carbide by this tech- 
nique. As an example, the formation, 
change, and disappearance of eight car- 
bides have been recorded while a 10 per- 
cent nickel steel was aged (14). The iden- 
tification of some of the carbides found by 
DTA-EGA, however, remains question- 
able because the results could not be con- 
firmed by other methods. 

Accuracy of Methods 

As with every other analytical method, 
there are circumstances that affect the ac- 
curacy of the DTA-EGA procedure. As 
might be expected, one of these is the in- 
terference of one carbide or nitride with 
another present in the same isolated resi- 
due. For example, Nb4C3, (Nb,Mo)C, 
and V4C3 decompose over nearly the 
same temperature range; additional infor- 
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mation is thus needed to ensure the cor- 
rectness of the analytical result for these 
compounds. Sometimes it is only neces- 
sary to refer to the composition of the 
steel to resolve the problem. Often one 
can eliminate one of the possible constitu- 
ents by showing that it is entirely present 
as another second-phase compound and 
therefore cannot be present as the sus- 
pected carbide. In other cases it is neces- 
sary to determine a particular metal in the 
residue in order to establish which phase 
is present. Conversely, the determination 
of the amount of a particular metal in the 
dissolved matrix can also be used to aid in 
establishing which carbide is present in 
the steel. Finally, x-ray diffraction exami- 
nation of the residue may aid in determin- 
ing which carbide is present. It is there- 
fore clear that DTA-EGA identification 
without other information is sometimes 
questionable. 

Another disadvantage appears to be 
that changes in the relative chromium and 
iron contents of compounds such as 
(Cr,Fe)7C3 will cause small changes in the 
combustion temperature and confusion in 
the identification of the compound (15). 
This misidentification appears to be a 
more serious problem than errors arising 
from changes in the size of the precipi- 
tated particles. 

Often a steel contains so many metal 
carbides that there is a serious overlap in 
the thermal responses to the combustion 
of the carbides (14). Even though a curve 
resolver is used, the overlap reduces the 
certainty of identification and the accu- 
racy of the determination. 

The biggest disadvantage of the meth- 
od, however, is that the accurate quan- 
titative determination of the specific sec- 
ond phases is dependent on the success- 
ful chemical isolation of these phases 
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Fig. 4. Electrolytic cell for 
anodic isolation; A, Lucite 

F cylinder; B, stainless steel 
' / , ^cylinder cathode screen; C, 

threaded cathode con- 
nection; D, sausage skin 
(nitrocellulose membrane); 

E , t i $ E, rubber tape for sealing 
membrane; F, Lucite cylin- 
der with holes for ion and 
electron transfer through 
the membrane; G, mount- 
ing ring for cathode screen; 
H, rubber gasket; J, rubber 
stopper; K, anode sample; 
L, calomel cell and probe; 
M, thermometer; N, argon 

M B^ Sinlet;P, argon outlet; Q, so- 
E 

m pl| lution outlet; R, solution in- 
let; S, vacuum tube volt- 
meter; T, potentiostat; U, 

A d-c power supply; W, micro- 
ammeter. 

from the steel matrix. Even though a 
smaller amount of isolated residue is re- 
quired for DTA-EGA than for conven- 
tional microchemical analysis, the accu- 
racy and dependability of DTA-EGA are 
related to the accuracy and dependability 
of the isolation procedure used to obtain 
the residue. Therefore, a discussion of 
the effect of the isolation procedure on 
the DTA-EGA results is necessary. 

Three basic procedures have been used 
for these isolations. They are (i) anodic 
dissolution of the steel matrix in a special- 
ly constructed cell, (ii) treatment of the 
steel with halogen to preferentially dis- 
solve the matrix, and (iii) treatment of the 
steel in dilute acids under controlled con- 
ditions so that the matrix and some of the 
chemically unstable phases are dis- 
solved. 

Koch (16) is the strongest proponent of 
methods of anodic dissolution. In this 
procedure the steel as the anode is sus- 
pended in a cell compartment. The elec- 
trolyte in the anode compartment is sepa- 
rated from the cathode by a permeable 
membrane such as sausage skin. A partic- 
ular electrolyte and a specific voltage are 
selected on the basis of experimentation 
so that the steel matrix will dissolve but 
the second phase will be retained as a res- 
idue inside the membrane. Figure 4 is a 
diagram of a typical cell. Voltages can be 
adjusted so that the less stable phases are 
dissolved and only the electrochemically 
stable phases are isolated. Literally hun- 
dreds of electrolytes have been proposed 
(16, 17). In most instances the gas mix- 
ture, temperature, pH, and other cell pa- 
rameters are closely controlled. 

When anodic dissolution is used to iso- 
late chemically unstable compounds such 
as Fe3C, FeS, and MnO, both the number 
of oxides, nitrides, and carbides and the 

amount of precipitates such as Fe3C and 
MnS which are isolated are so great as to 
reduce the effective sensitivity of the 
DTA-EGA method. Moreover, with 
more carbide and nitride present, there is 
usually more overlapping of the carbide 
and nitride responses and more difficulty 
in resolving the EGA responses. There- 
fore, anodic dissolution is not the best 
method for isolating stable nitrides and 
not generally the best method for isolat- 
ing carbides. However, it is often the only 
method applicable for certain chemically 
unstable phases, and it is the best method 
for isolating intermetallic phases such as 
Ni3Mo. Bandi et al. (8) have used it to 
isolate second-phase compounds from 18 
percent nickel maraging steel and from 10 
percent nickel maraging steel (14); DTA- 
EGA procedures were applied to the iso- 
lated residues. 

Many workers have separated second- 
phase oxides, carbides, sulfides, and ni- 
trides from the matrix by treatment with 
halogen and an organic solvent. Such a 
treatment usually dissolves compounds 
such as (Ni2Fe)Mo or Fe2B. The mildest 
treatment used is an alcoholic solution of 
iodine, which was first proposed by Wil- 
lems (18) almost 50 years ago. This proce- 
dure is still used with some modification 
for the isolation of chemically unstable 
phases such as Fe3C (11, 16, 19), MnO 
(18-21), MnS (20,22,23), and FeS (19,20, 
23). It has been used more recently to iso- 
late carbides such as Cr2C, Cr7Ca, and 
Cr23C6 (15). As with anodic dissolution, 
so many phases are isolated that the sen- 
sitivity of the DTA-EGA method is re- 
duced. 

Beeghly (24) proposed that bromine 
(Br2) and alcohol or Br2 and an aliphatic 
ester such as methyl acetate be used as a 
method for separating oxides and nitrides 
from steel. It is generally considered that 
treatments with Br2 and nonaqueous 
solvents are the best methods for separat- 
ing nitrides from steel because nitrides 
such as AIN and ZrN tend to hydrolyze in 
aqueous separation. These Br2 mixtures 
are also widely used for the separation of 
stable oxide phases from steel but should 
not be used for the separation of carbides 
because too many carbides dissolve, 
leaving a residue of amorphous carbon. 
The large amount of amorphous carbon 
tends to dilute the sample and causes pre- 
ignition of the nitrides so that Br2 isola- 
tions are not ideal for the application of 
DTA-EGA techniques (6). 

The isolation of small amounts of stable 
carbides and nitrides with dilute acid is 
ideal for the application of DTA-EGA be- 
cause the sensitivity of the procedure can 
be used to the best advantage when many 
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of the chemically unstable phases are dis- 
solved. As an example, both MnS and 
Fe3C (which may be abundant in steel) 
dissolve in acid. 

Other Solid-Gas Reactions 

In the preceding discussion, only the 
reaction of isolated residues with 02 was 
mentioned. Other gases could be used. 
As an example, we and workers in two 
other countries have recently published 
results for the FeS and MnS content in 
steel by treatment of an anodically iso- 
lated residue with hot hydrogen (H2) and 
determination of the hydrogen sulfide 
evolved from the decomposition of FeS 
by a sensitive spectrophotometric proce- 
dure (23, 25). The methods are very simi- 
lar, and it was easy to determine less than 
0.001 percent sulfur as FeS. Such a sensi- 
tivity is very difficult to accomplish by 
normal analytical methods. I have al- 
ready expanded on the use of H2 at elevat- 
ed temperatures in the determination of 
other sulfides. 

Several years ago attempts were made 
to determine nitrides, especially alumi- 
num nitride (AIN), in steel by direct treat- 
ment of steel filings with H2 over a se- 
lected temperature range (26, 27). In such 
a treatment ammonia gas (NH3) evolves 
fiom the steel by reaction of H2 with ni- 
trogen, and the NH3 is determined by a 
very sensitive spectrophotometric proce- 
dure. Since the original attempts to use 
this method, many workers have rejected 
it because it has been found that other 
nitrides interfere with the AIN determina- 
tion (27-29). Moreover, the N2 evolved 
from the decomposition of AlN can repre- 
cipitate as another nitride or even as A1N 
before it diffuses from the steel (27, 30). 
Finally, the rate of diffusion of N2 is de- 
pendent on the size of the steel filings (27, 
28, 31) and the size of the nitride particles 
(30). However, it seems possible that 
many of these problems could be over- 
come if an isolated residue were used 
rather than a steel sample. Therefore, ni- 
trides should be identifiable and determi- 
nable if an isolated residue were treated 
with H2 at specific temperatures. 

Steam has also been successfully used 
for the determination of second-phase bo- 
ron compounds (32). This use is based on 
the discovery that boron oxides, which 
are isolated when the steel is treated with 
Br2 and methyl acetate, react with steam 
to form boric acid at a much lower tem- 
perature than that at which BN reacts 
with steam. The resulting boric acid is 
swept out of the furnace by the steam, 
and boron is determined photometrically. 
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As little as 0.0001 percent boron as the 
oxide or nitride can be determined by this 
procedure. 

Recently, a procedure for the removal 
of carbon and carbides in a residue iso- 
lated in iodine and methanol has been re- 
ported (33). In this reaction a carbide 
treated with NH3 at an elevated temper- 
ature is converted to the nitride, and hy- 
drocarbons are evolved. All carbon, ei- 
ther amorphous or as a carbide, is re- 
moved by treatment with NH3 at 800?C, 
but treatment with NH3 at selective tem- 
peratures can be used to form nitrides 
from some carbides without attacking 
other carbides. 

Other Instrumentation for 

Solid-Gas Reactions 

The development of DTA-EGA meth- 
ods in this country has been followed by 
developments in other countries (34, 35), 
and comments on these developments 
have also appeared (36). The most no- 
table contribution seems to be the inter- 
facing of a quadrupole mass spectrometer 
with a Du Pont DTA unit (34). Results for 
the decomposition of a number of nitrides 
obtained with this instrument are in 
agreement with those obtained by use of 
gas chromatographic methods. 

Future Determinations 

As new types of steel are developed, 
the demand for the determination of sec- 
ond phases will increase. As the devel- 
opment of new and better methods for 
determining second-phase compounds 
progresses, the information obtained can 
in turn be used to study mechanisms and 
rates of precipitation in new and existing 
steels. It seems that much of the work 
devoted to the development of chemical 
methods will be concerned with the reac- 
tions of gases with the isolated residue. 
The measurement of evolved gases by the 
use of mass spectrometry and other tech- 
niques will probably increase. 

Because of the current effort to reduce 
the sulfur content normally present in 
steel and to change the sulfide morpholo- 
gy in high-strength, low-alloy steel used 
in such places as the Alaskan pipeline, it 
seems likely that a demand for the deter- 
mination of a whole new group of sulfides 
such as rare-earth sulfides, rare-earth 
oxysulfides, titanium sulfides and car- 
bosulfide, zirconium sulfide and car- 
bosulfide, calcium sulfide, and magne- 
sium sulfide will arise. This group of sul- 
fur compounds does not cause as much 

fracture in cold weather as the normal 
manganese sulfide found in the steel 
will cause. 

Efforts to change sulfide morphology of 
the steel will also result in changes in the 
concentration of oxides present in these 
steels. At present, carbon and low-alloy 
steels contain mostly aluminates and sili- 
cates which are routinely isolated in Br2 
solutions and eventually determined by 
emission spectroscopy. In steels in which 
rare earths, calcium, magnesium, zirco- 
nium, or titanium are used to change the 
sulfide morphology, it can be predicted 
that zirconates, titanates, Ce2O3, and 
LaAlO3, and other unfamiliar oxides will 
be present. It will be necessary to deter- 
mine these oxides so that their effect on 
the mechanical properties of the steel can 
be established. Twenty years ago, DTA 
instruments and quadrupole mass spec- 
trometers were not commercially avail- 
able for the determination of second- 
phase compounds, but it seems only a 
matter of time before this or some other 
newly developed instrumentation will be 
in common use in the steel industry. 

Summary 

The present and future relationship be- 
tween the metallurgical development of 
new steels and the determination of sec- 
ond-phase compounds in these steels is 
emphasized on the basis of recent devel- 
opments in the quantitative determina- 
tion of these phases. Results of the appli- 
cation of DTA-EGA methods are pre- 
sented as an example of this analytical 
approach, and the method used to mea- 
sure the amounts of gases evolved from 
the reactions of second-phase com- 
pounds with 02 is described in detail. The 
DTA-EGA method has also revealed 
phases that had not been found earlier in 
steels. Smaller amounts of second-phase 
compounds can be more accurately de- 
termined by this method than by any oth- 
er procedure. Examples are cited for the 
reaction of 02, H2, steam, and NH3 with 
second-phase compounds in the isolated 
residue, and the use of these reactions for 
the determination of second phases is dis- 
cussed. A disadvantage of the DTA-EGA 
method is that it is dependent on the 
quantitative chemical separation of the 
second phase from the matrix steel by one 
of several methods. The relative merits of 
isolating second-phase compounds by 
electrochemical dissolution, by dis- 
solution in halogen and alcohols or ali- 
phatic esters, and by use of dilute acids 
are discussed in terms of their effect on 
the DTA-EGA determination. 
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NEWS AND COMMENT 

NSF: Pressures Mount to Provide 
Grants for Industrial Researchers 

NEWS AND COMMENT 

NSF: Pressures Mount to Provide 
Grants for Industrial Researchers 

Senator Edward M. Kennedy (D- 
Mass.) has launched an effort to open the 
coffers of the National Science Founda- 
tion (NSF) to industrial researchers on an 
equal footing with scientists from aca- 
deme. 

The move is sending tremors of appre- 
hension through university research ad- 
ministrators, who already feel them- 
selves pinched by tight budgets and fear a 
further dilution of funds if the Foundation 
tries to support any appreciable number 
of scientists beyond its traditionally fa- 
vored clientele in the universities. Their 
apprehension is heightened by the knowl- 
edge that Kennedy, as chairman of the 
Senate subcommittee on health and sci- 
entific research, exerts enormous influ- 
ence over NSF's programs and budget. 

At this writing, the prospects for imme- 
diate action on Kennedy's proposal re- 
main uncertain. Kennedy's subcom- 
mittee recently approved a budget au- 
thorization bill that would direct NSF "to 
insure that researchers in the industrial 
sector are permitted to compete for [basic 
research funds] on an equal basis with re- 
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searchers in the academic sector." That 
bill has not yet been approved by the par- 
ent Committee on Human Resources, 
where some members are said to be wary 
of the proposal to open NSF to industry, 
or by the full Senate. Nor is it clear how 
firmly committed Kennedy is to the 

equal-access proposal. Meanwhile, the 
House of Representatives has explicitly 
rejected an equal-access provision. 

Thus, even if the Senate adopts Ken- 
nedy's proposal, the issue would have to 
be resolved by a House-Senate confer- 
ence committee, where the outcome 
would be rated a toss-up. But whatever 
the fate of the proposal this year, the pres- 
sures for greater NSF support of basic 
research in industry seem destined to in- 
crease. "I doubt that we've seen the last 
of this one," commented one experi- 
enced staffer of the House Science and 
Technology Committee. 

There is nothing in the statutes govern- 
ing NSF that prohibits support of basic 
research in industry. But from the begin- 
ning, the founders and directors of NSF 
have viewed the agency's primary mis- 
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sion as the support of research and educa- 
tion at the nation's universities. In recent 
years, as the Foundation, under prodding 
from Congress, has ventured into greater 
support of applied research, it has en- 
couraged industry to participate in such 
activities as the RANN (Research Ap- 
plied to National Needs) program. But 
NSF leaders have steadfastly blocked in- 
dustry from the basic research funds that 
comprise the core of the agency's activi- 
ties. 

Under present policy, NSF deliber- 
ately discriminates against unsolicited re- 
search proposals submitted by industrial 
scientists. Whereas it funds academic 
proposals primarily on the basis of "in- 
trinsic scientific merit," it will fund indus- 
trial proposals only in "exceptional cas- 
es." The three exceptions are cases 
where the project is "of special concern 
from a national point of view and shows 
promise of solving an important scientific 
problem"; or "unique resources are 
available in industry for the work"; or 
"the project proposed is outstandingly 
meritorious." Only about 1 percent of 
NSF's basic research funds are awarded 
to industry. 

Kennedy's interest in changing that 
policy is said to be motivated partly by 
the fact that a number of small- and medi- 
um-sized firms in his own state are clam- 
oring for more capital to support re- 
search. Indeed, Kennedy's interest in the 
issue was stimulated in large part by a 
young physicist, Paul Horwitz, who took 

SCIENCE, VOL. 196 

sion as the support of research and educa- 
tion at the nation's universities. In recent 
years, as the Foundation, under prodding 
from Congress, has ventured into greater 
support of applied research, it has en- 
couraged industry to participate in such 
activities as the RANN (Research Ap- 
plied to National Needs) program. But 
NSF leaders have steadfastly blocked in- 
dustry from the basic research funds that 
comprise the core of the agency's activi- 
ties. 

Under present policy, NSF deliber- 
ately discriminates against unsolicited re- 
search proposals submitted by industrial 
scientists. Whereas it funds academic 
proposals primarily on the basis of "in- 
trinsic scientific merit," it will fund indus- 
trial proposals only in "exceptional cas- 
es." The three exceptions are cases 
where the project is "of special concern 
from a national point of view and shows 
promise of solving an important scientific 
problem"; or "unique resources are 
available in industry for the work"; or 
"the project proposed is outstandingly 
meritorious." Only about 1 percent of 
NSF's basic research funds are awarded 
to industry. 

Kennedy's interest in changing that 
policy is said to be motivated partly by 
the fact that a number of small- and medi- 
um-sized firms in his own state are clam- 
oring for more capital to support re- 
search. Indeed, Kennedy's interest in the 
issue was stimulated in large part by a 
young physicist, Paul Horwitz, who took 

SCIENCE, VOL. 196 


