
tages of GaAs, but its technology is still 
in a more primitive stage. 

The technology that makes GaAs mi- 
crowave transistors possible is now 
being extended to the fabrication of in- 
tegrated microwave circuits. One won- 
ders when the application of the proved 
high-speed microwave capabilities of 
GaAs to digital circuits will begin. Ex- 
ploratory attempts have already been 
made (21). A realistic view suggests, 
however, that the invasion of large-scale 
digital applications by GaAs will be 
much more difficult than the conquest of 
the microwave field. The reason is that 
one or a few microwave devices with 
superior frequency response can extend 
the bandwidth of a system and have 
great economic value. On the other 
hand, digital systems use thousands to 
millions of devices, and low-cost fabrica- 
tion is essential. Fast devices are less 
important because the speed of a system 
is also limited by the delays in the pack- 
age. The highly developed and versatile 
silicon technology, optimized by many 
years of experience, will not be dis- 
placed easily. 
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Summary 

Although the limitations of the meth- 
ods of lithography in use at a particular 
time are easily recognized and attract 
substantial attention, experience shows 
that technological ingenuity keeps push- 
ing them to ever-smaller dimensions. 
There seems to be no fundamental rea- 
son to expect that lithographic limits will 
not continue to recede. The limits to the 
advance of miniaturization are to be 
found in the ability of materials to with- 
stand high electric fields and in the abili- 
ty of packaging technology to remove 
heat from active components and pro- 
vide for power distribution, signal inter- 
connection, and flexible mechanical as- 
sembly. 
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The leaps forward in conceptual under- 
standing, the new device principles, the 
advances in analytical technique, and the 
achievements in materials preparation 
that make up the scientific basis for the 
electronics revolution described in this 
issue can be readily identified, in retro- 
spect. A list of such contributions would 
certainly include crystal structure analy- 
sis based on x-ray and electron diffrac- 
tion, the explanation of conductivity in 
terms of the quantum theory of solids, 
the growth of ultrapure single crystals of 
electronic materials with controlled dop- 
ing, the concept of a semiconductor am- 
plifier, the invention of high-frequency 
oscillators based on stimulated emission, 
and the demonstration of quantum tun- 
neling devices. 
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As Niels Bohr remarked, however, it 
is very difficult to predict, especially the 
future. Any attempt to identify a scientif- 
ic basis for future advances is limited by 
a number of constraints. The lead time 
between scientific discovery and utiliza- 
tion in solid-state technology is at least 5 
years, frequently more than enough time 
for the economic factors determining util- 
ity to have changed beyond recognition. 
The important scientific advances rarely 
emerge in a completely scheduled or 
planned pattern and not always in re- 
sponse to a perceived need. Progress 
often occurs in stages of abrupt change 
in the conceptual basis of the field, fol- 
lowing a steady if undramatic accumula- 
tion of essential background understand- 
ing. Today the challenges of large-scale 
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integration and the pace of change of the 
technology are making heavy demands 
on resources previously dedicated to 
longer-term research. Fundamental re- 
search of all kinds is carried on in a 
climate of increasingly critical scrutiny 
and diminishing real support. 

In spite of the maturing of semiconduc- 
tor technology and the uncertainties and 
vulnerability of the research enterprise, I 
believe that there is considerable ground 
for optimism about the prospects for con- 
tinuing innovation in solid-state electron- 
ics. From a fundamental point of view, 
our present degree of control over elec- 
trons and their motion in solids may be 
compared with our ability to manipulate 
light at the beginning of the 19th century. 
We are now able to exploit behavior 
dependent on electron density and cur- 
rent flow, analogous to quantity of opti- 
cal radiation and radiant intensity. The 
device utilization of the wave nature of 
electrons-making specific use of ampli- 
tude, phase, and coherence as in the case 
of light in diffraction, interference, holog- 
raphy, and the laser-has barely begun 
with the discovery of the Josephson ef- 
fect. 

From a nearer-term point of view, the 
exponential growth of the scale of in- 
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tegration provides new openings for the 
invention of functional substitutions- 
ways of using properties of matter to 
achieve results otherwise obtained by 
brute force multiplication of devices. Ex- 
amples of such functional substitutions 
are optoisolators, quartz-crystal filters, 
and optical fiber interconnection of com- 
puters-economical solutions that drasti- 
cally reduce the number of components 
required to perform a given function. 
Closely related examples are magnetic 
bubbles and charge-coupled devices, 
which combine multiple-device functions 
in a single monolithic structure. The 
spread of integrated circuit applications 
has led to a proliferation of specialized 
"custom" circuits, on a scale much 
larger than the variety of earlier discrete 
transistors. More economical, mass pro- 
duced, general-purpose circuits, pro- 
grammable by electrical or other means 
after manufacture, may become increas- 
ingly important. Such circuits and their 
processing or programming represent a 
merging of hardware and software func- 
tions in circuit architecture that will 
make new types of demands on semicon- 
ductor technology. 

A substantial increase in the speed of 
logic and memory access into the subna- 
nosecond region would have a fundamen- 
tal impact on digital data and signal proc- 
essing in computers and communication. 
Extrapolations based on scaling argu- 
ments, however, suggest that current sili- 
con technology can yield only modest 
potential increases in device speed. 
Moreover, basic limits on heat removal 
by liquid cooling rule out the utilization 
of silicon technology in high-density cir- 
cuits at much higher speeds than are 
presently available. The need for increas- 
es in digital processing speed offers a 
natural occasion for technological in- 
novation. The recently introduced small- 
scale optical integrated circuits con- 
taining injection lasers coupled to modu- 
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Fig. 1. Scanning elec- 
tron micrograph of an 
MBE double-hetero- 
structure laser. The 
active n region has a 
thickness of 0.24 tm; 
the superimposed line 
scan is a secondary 
emission signal to 
help delineate the lay- 
ers. [Photograph 
courtesy of A. Y. 
Cho, R. W. Dixon, H. 
C. Casey, Jr., and R. 
L. Hartman] 

lators and other components by optical 
waveguides, as well as medium-scale su- 
perconducting integrated circuits based 
on Josephson tunneling devices, are ex- 
amples of radically new directions for 
which the scientific basis is undoubtedly 
still emerging. 

In this article I will cite a few examples 
of areas of research that can reasonably 
be expected to contribute to future ad- 
vances in solid-state electronics. 

Surfaces, Thin Films, and Epitaxy 

The early contributions of surface sci- 
ence to solid-state electronics are per- 
haps epitomized by the essential role 
played by the understanding of surface 
states in the work on metal-semiconduc- 
tor interfaces that immediately preceded 
the transistor (1). The theory (2) of the 
influence of surface states on rectifica- 
tion characteristics provided the working 
basis needed to deal with the unexpected 
results of preliminary experiments on 
field-effect amplification, and in fact 
opened the way to the discovery of point 
contact transistor action in 1947. As part 
of the expansion of surface physics work 
during the subsequent two decades, a 
detailed understanding of the electronic 
properties of a few well-characterized 
surfaces in high vacuum, including sili- 
con, emerged from the measurements 
of band bending, work function, and 
photoemission spectra (3). Metal oxide 
semiconductor (MOS) technology, which 
arose during the mid-1960's and early 
1970's, depended in a fundamental way 
on the control of silicon-silicon oxide 
interface phenomena, including surface 
states, surface charges, and space charges 
in the oxide. It should be noted that the 
success of this technology to date, which 
required detailed characterization of the 
interfaces and solution of difficult insta- 
bility problems due in part to ion mobility 

in the oxide, was achieved in the absence 
of a basic understanding of the atomic 
arrangement or the electronic structure 
of the interface. 

Prospects for providing such a funda- 
mental picture have increased in recent 
years as a powerful combination of im- 
proved experimental and theoretical 
tools has been brought to bear on the 
study of clean surfaces. On the experi- 
mental side, combinations of different 
electron spectroscopies (4) applied to 
clean, well-characterized surfaces in ul- 
trahigh vacuum have allowed accurate 
determination of surface state energy lev- 
els both near and within the band gap. 
For example, observations of the same 
silicon surface by ultraviolet or x-ray 
photoelectron spectroscopy, two-elec- 
tron ion-neutralization spectroscopy, 
electron loss spectroscopy, Auger elec- 
tron spectroscopy, and low-energy elec- 
tron diffraction provide independent in- 
formation on states both in the vicinity of 
the surface and directly at the surface, 
on the chemical composition of the sur- 
face, and on the symmetry of the surface 
lattice arrangement. 

On the theoretical side, new computa- 
tional methods are available for calculat- 
ing detailed maps of the electron distribu- 
tion at a surface, taking the atomic ar- 
rangement into explicit account self-con- 
sistently (5). The surface geometry is 
either a relaxed version of the bulk struc- 
ture or a reconstructed arrangement with 
symmetry wholly different from the 
bulk. A comparison of the electron spec- 
troscopy results with theoretical predic- 
tions of surface state energy spectra 
based on a particular surface model al- 
lows confirmation of the assumed atomic 
arrangement. Together, the theoretical 
and experimental approaches have pro- 
vided the first complete description of 
surfaces, including identification of the 
atomic species present, their atomic ar- 
rangement, and the distribution of va- 
lence electrons in space and energy. The 
recent extension of the calculations to 
GaAs-Ge junctions (6) suggests that 
these methods will be applicable to semi- 
conductor and metal-semiconductor in- 
terfaces as well, and should yield an 
atomically detailed picture of the inter- 
face structure, electron states, charges, 
reconstruction, and the related junction 
electronic properties. An arsenal of re- 
cently introduced experimental tools, in- 
cluding angle-resolved photoelectron 
spectroscopy, synchrotron far-ultravio- 
let and x-ray spectroscopies, and back- 
scattering and channeling of energetic 
ions, suggests a substantial rate of prog- 
ress. 

A beginning has also been made in the 
investigation of polycrystalline semicon- 
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ductor thin films (7). An understanding 
of the behavior of grain boundaries in 
such films, for example, is not now avail- 
able, and will be essential in exploring 
their potential for low-cost solar cells. 

A particularly promising example of 
an outgrowth of basic surface science 
research is molecular beam epitaxy 
(MBE) formation of compound semicon- 
ductor films (8). In this technique sepa- 
rate atomic and molecular beams from 
multiple thermal sources in high vacuum 
irradiate a substrate at intensities chosen 
to grow films with a desired composition 
and doping. The slow growth rate togeth- 
er with the independent control of the 
separate beam sources allows fabrication 
of semiconductor junction profiles, both 
in doping and in composition, to a pre- 
cision approaching the level of a single 
atomic layer. The MBE process origi- 
nated in fundamental studies of the adhe- 
sion of gallium and arsenic atoms to 
GaAs surfaces; early characterization of 
MBE surfaces was aided by the unique 
opportunity for electron diffraction diag- 
nostic probing of the surface in situ dur- 
ing film growth in vacuum. Molecular 
beam epitaxy has already been used to 
prepare films and layer structures for a 
variety of GaAs and GaxAl1 - As de- 
vices. These include varactor diodes hav- 
ing highly controlled hyperabrupt capaci- 
tance-voltage characteristics, IMPATT 
diodes, microwave mixer diodes, 
Schottky barrier field-effect transistors 
(FET's), injection lasers (Fig. 1), optical 
waveguides, and integrated optical struc- 
tures. The potential of MBE for future 
solid-state electronics is greatest for mi- 
crowave and optical solid-state devices 
and circuits where submicrometer layer 
structures are essential, and where the 
inherent adaptability of the process to 
planar technology and integration will 
offer a number of opportunities. A mea- 
sure of the potential of the technique for 
millimeter wave electronics is a recently 
demonstrated MBE GaAs Schottky bar- 
rier diode cryogenic mixer with noise 
temperature of 315 K at 102 gigahertz 
(9). 

Possible longer-term implications of 
MBE for solid-state electronics are re- 
lated to the capability of growing extend- 
ed layer sequences with alternating com- 
position such as GaAs and AlAs (Fig. 2). 
Such superlattice structures with perio- 
dicities of 50 to 100 angstroms show 
negative resistance characteristics attrib- 
uted to resonant tunneling into the quan- 
tized energy states associated with the 
narrow potential wells formed by the 
layers (10). Detailed optical spectra and 
electron microscope studies of MBE su- 
perlattices establish that the potential 
well distributions can be controlled and 
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Fig. 2. Bright-field 
transmission electron 
micrograph of MBE 
alternating layers of 
GaAs and AlAs; the 
periodicity of the pat- 
tern is 56 A; at the 
right of th e interface 
the structure is seven 
layers of GaAs and 
three layers of AlAs; 
at the left of the inter- 
face the structure is 
nine layers of GaAs 
and one of AlAs. 
[Photograph courtesy 
of P. M. Petroff] 

positioned to a precision of a few atomic 
layers. 

Electron diffraction and optical studies 
have been made of MBE multilayers pre- 
pared by exposing a GaAs substrate se- 

quentially to beams of gallium, arsenic, 
and aluminum in brief pulses carefully 
timed to deposit the equivalent of a 
single atomic layer (11). For a narrow 
range of substrate temperatures around 
850 K, a monolayer crystalline com- 
pound forms with regular periodicity 
extending over domains of at least 100 
A in size, having the planar structure 
GaAsAlAsGaAs . . . and an equivalent 
formula AlGaAs2. The new material dif- 
fers from the parent crystals GaAs and 
AlAs and from the solid solution in its 
optical and electronic properties as well 
as its short-range and long-range order. 

The stability of such synthetic new mate- 
rials, grown at temperatures consid- 
erably below the melting point of the 
solid solution, may, in fact, be deter- 
mined by kinetic rather than thermody- 
namic considerations. The technique 
may make available a new class of elec- 
tronic materials similar in composition to 
naturally occurring compounds but dis- 
tinct in structure and properties. 

Defects, Recombination, and Reliability 

As silicon technology has reached its 
present state of maturity, the reliability 
of integrated circuits has become largely 
determined by residual defects distrib- 
uted randomly over the chip area. The 
number of components per chip has 

Fig. 3. Transmission electron micrograph showing a dislocation (D) at the origin of a dark line 
defect network (g220 is a lattice direction). [Photograph courtesy of P. M. Petroff and R. L. 
Hartman] 
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meanwhile been increasing by a factor of 
about 2 each year. The result of the 
reduction in device size has so far been 
an improvement in reliability per individ- 
ual component or per circuit function. 
With further miniaturization expected 
from submicrometer electron beam and 
x-ray lithography, however, this picture 
can be expected to change. Practical lim- 
its on size set by reliability problems, as 
well as the limits on size, packing, and 
circuit configuration set by power dis- 
sipation, will be felt long before funda- 
mental limits set by thermodynamic or 
quantum considerations become impor- 
tant (12). The reliability limits arise in 
large part from the mobility of atoms, 
vacancies, dislocations, and other de- 
fects driven by electric fields and gradi- 
ents of temperature or chemical poten- 
tial. The problems include electro- 
migration, electrochemical corrosion, 
and surface and bulk diffusion of metal- 
lization; they already appear in present 
devices and integrated circuits under spe- 
cial conditions. There is still very little 
fundamental understanding of these pro- 
cesses. A broader picture of the physics 

of solid-state diffusion will be essential to 
take full advantage of future advances in 
lithography. 

In technologies other than silicon, the 
reliability constraints are quite different. 
In the case (discussed below) of Joseph- 
son junction circuits operating at liquid 
helium temperature, for example, not on- 
ly have heat dissipation problems dis- 
appeared, but there are as yet no known 
mechanisms for circuit degradation. 
That favorable situation is balanced, 
however, by reliability problems in ther- 
mal cycling due to severe mismatch in 
thermal expansion of the substrates and 
metallization films. 

An example of a technology in which 
defect motion already appears to have 
important consequences for reliability is 
optoelectronics. In GaAs and other light 
emitting diodes (LED's) and injection 
lasers made with compounds of group III 
and group V elements, light is emitted by 
radiative recombination of electrons and 
holes in the vicinity of a junction or 
heterojunction. Whenever a nonradi- 
ative recombination event takes place, 
however, the available band-gap energy 

Fig. 4. Probe measurement of phase-dependent normal and pair potentials along a super- 
conducting strip near a constriction. Scale bar, 1 /.m. [Photograph courtesy of G. J. Dolan and 
L. D. Jackal] 
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is released to the lattice in a burst equiva- 
lent to an instantaneous local temper- 
ature of - 104 K. When this process 
occurs at a vacancy or interstitial defect, 
the available energy is often enough to 
activate motion of the defect (13). The 
mobile defects are trapped at any nearby 
dislocation and can cause the dislocation 
to grow (14). In injection lasers and 
LED's such recombination-induced mo- 
tion may give rise to growth of the dense, 
opaque networks of dislocations termed 
dark line defects which ultimately cause 
premature failure (15) (Fig. 3). Improved 
lifetimes of present communication la- 
sers and LED's are the result of careful 
growth conditions, control of defect con- 
centration, and avoidance of dislocations 
on which mobile point defects can col- 
lect (16). A more complete character- 
ization of defects, their motion, and their 
interactions with dislocations will pro- 
vide a basis for future, more permanent 
solid-state optical devices. 

A new spectroscopic technique, deep 
level transient spectroscopy (DLTS) 
(17), allows direct measurement of ener- 
gy levels and concentration of the electri- 
cally active defects in the neighborhood 
of a junction. DLTS observations also 
measure the cross section of the defect 
for stimulation of nonradiative recombi- 
nation. Such results have led to useful 
models of the coupling of the defect to 
the lattice, and new information on how 
the energy released in a nonradiative 
process is transferred to phonons and 
finally appears as heat in the crystal (18). 
Only a few of the defects characterized 
by DLTS have so far been identified. 
The identification of larger numbers of 
such defects will be essential for full 
control of luminescent devices. 

Defects also play a well-known but 
poorly understood role in the parasitic 
high-frequency oscillations sometimes 
observed in aged injection lasers, in the 
stability and noise figure of microwave 
FET amplifiers, and in other solid-state 
electronics applications. Present studies 
of defects are providing an understand- 
ing of a variety of mechanisms of device 
degradation. The future manufacture of 
more reliable optoelectronic and micro- 
wave devices will rest on such an under- 
standing. 

Superconductivity and Speed 

Early attempts to utilize the phenome- 
non of superconductivity for solid-state 
logic and memory devices made use of 
its most striking property: the abrupt 
loss of electrical resistance at the phase 
transition from normal to super- 
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conductivity. The best known of these 
devices, the cryotron (19), consists of a 
metallic gate film kept superconducting 
at a temperature slightly below its transi- 
tion temperature, and an adjoining con- 
trol film. The gate film can be converted 
to its normal state by a magnetic field 
due to current in the control film. The 
two stable conduction states of the gate 
film and the switching action of the con- 
trol film provide memory and logic func- 
tions. The switching time of this device 
was expected to be about 10-9 second, 
determined by eddy current damping in 
the normal phase during propagation of 
the phase boundary down through the 
submicrometer film thickness. In prac- 
tice, however, the switching time turns 
out to be 10-8 to 10-7 second, determined 
either by a lateral propagation time due 
to nonuniform phase nucleation or by a 
thermal time constant associated with 
transfer of a residual latent heat of transi- 
tion. This device is no longer com- 
petitive in performance with room-tem- 
perature devices and the cryotron has 
not had widespread application. 

The conceptual leap forward that has 
led to a fresh look at the possibility of a 
superconducting electronics technology 
originated in fundamental solid-state 
physics research, rather than a direct 
attempt to make superconducting de- 
vices. This idea was, of course, the rec- 
ognition that superconducting electron 
pairs, as well as normal electrons (20), 
could tunnel from one superconductor to 
another across a thin-film insulator (Fig. 
4). 

The predicted behavior, soon discov- 
ered in the laboratory (21), gives rise to 
two states of conduction across an in- 
sulating tunnel junction, one a normal 
dissipative current driven by finite volt- 
age across the junction, the other an 
electron pair or Josephson supercurrent 
occurring at zero voltage. Switching be- 
tween the two voltage states by magnetic 
field or current injection from adjoining 
control lines (22, 23) provides the basis 
for memory and logic. Unlike the cryo- 
tron, the Josephson junction is switched 
entirely in the superconducting phase 
and avoids delays of phase boundary 
propagation. The inherent delay of the 
Josephson switching action is deter- 
mined primarily by the superconducting 
energy gap, a value corresponding to a 
time of 10-12 second (1 psec). Indirect 
experimental measurements show a 
delay time of s< 5 psec. The high speed 
(10- to 100-psec logic delay compared to 
- 1 nanosecond for high-speed transis- 

tors) and low switching power (10 micro- 
watts compared to 10 to 100 milliwatts 
for high-speed transistors) make Joseph- 
18 MARCH 1977 

Fig. 5. Electron micrograph (B) showing a two-dimensional triangular lattice pattern of l-,tm 
holes in superconducting aluminum film. When the magnetic flux density is adjusted to match 
the flux vortex lattice with the hole lattice, strong "resonant" vortex pinning is observed. (A) 
Structure in (B) shown at lower magnification. [Photograph courtesy of A. F. Hebard, A. T. 
Fiory, and S. Somekh] 

son technology an attractive candidate 
for high-performance computing and 
data processing. 

One of the main problems requiring 
further attention before this technology 
can find any wide application is the ther- 
mal cycling damage. While Josephson 
junctions may well have an indefinite 
operating life at liquid helium temper- 
ature, cycling of the structures to room 
temperature introduces severe stress as 
a result of the different thermal expan- 
sion of the metallization layers, the in- 
sulating oxide layer, and the substrate. 
Stress relaxation tends to occur by hill- 
ock growth on the films, short-circuiting 
the 40- to 50-A-thick oxide insulating 
layer on repeated cycling. Fundamental 
research on the metallurgy, oxidation, 
tunneling, deposition, and growth of su- 
perconducting materials could determine 
the future of this promising technology 
(Fig. 5). 

Materials and Quantum Electronics 

Research on materials, crystal growth, 
and solid-state optics is becoming an 
increasingly visible segment of quantum 
electronics. Research on solid-state laser 
sources, largely confined in the past to 
GaAs and the GaAs-AI,Ga,As hetero- 
structure system, has been extended to a 
wide range of binary, ternary, and qua- 
ternary III-V and IV-VI compounds (24). 
The potential importance of the 1- to 1.1- 
,um region has stimulated work on junc- 
tion lasers based on ternary-ternary, ter- 
nary-quaternary, and other heterostruc- 
tures such as Ga,As,Sb-Al,Ga,As,Sb; 
InP-Ga,In,As,P; and In,GaAs-In,Ga,P. 
The binary and ternary IV-VI com- 
pounds have become increasingly impor- 
tant as sources for the 3- to 30-Am region 

(25). The Pb,Sn (Te,Se) systems are un- 
usual in that the energy gap passes 
through zero within the ternary composi- 
tion range and makes possible a contin- 
uous range of infrared laser sources. 

The complex materials requirements 
for a double-heterostructure injection la- 
ser arise from the need for both carrier 
and optical confinement, to avoid dis- 
location-prone lattice mismatch at the 
heterostructure interface, and for low 
levels of nonradiative centers. Although 
a large body of information on phase 
diagrams, dependence of band gap on 
composition, and certain other proper- 
ties of these complex systems is becom- 
ing available (24), an enormous amount 
of further data and understanding will be 
needed before reproducible, low-cost 
production of reliable devices becomes 
feasible, especially outside the GaAs- 
Al,Ga,As system. 

The materials science effort in this 
field has made possible improvements in 
and new combinations of liquid phase 
epitaxy and MBE growth, and in turn a 
wide range of new injection laser tech- 
niques. Recent advances include distrib- 
uted feedback lasers, with a periodic in- 
dex variation adjoining the active region 
to provide sharp frequency selectivity; 
Bragg reflector lasers, with the usual 
cleaved end mirrors replaced by coupled 
passive optical waveguides containing 
etched Bragg reflection sections; and 
many different types of stripe lasers. Vir- 
tually all continuously operating lasers 
are now constructed in a narrow stripe 
geometry to provide sharper transverse 
mode selection and better coupling of the 
laser light output to an optical fiber. 

As the position of optics in communi- 
cations and solid-state electronics be- 
comes more established, there will be a 
developing need for combinations of opti- 
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Fig. 6. (A) Picosecond-speed solid-state switch formed from a 1-inch metallic stripline on a 1 
mil silicon substrate. The right terminal of the strip is charged. A 10-psec optical pulse (2 x 10 
joule) illuminates the 8-mil gap at the right to generate a pulse moving toward the left; t] 
crossbar shorting stubs act to form a rectangular pulse. The gap at the left is irradiated by 
second optical pulse for correlation measurement of the electrical pulse length. (B) Enlargeme 
of stripline, reversed. (C) Two-photon fluorescence photograph of a picosecond pulse trai 
[Photographs (A) and (B) courtesy of D. H. Auston, C. Shank, and E. Ippen] 

impact primarily on research in- 
strumentation. Widespread application 
of nonlinear optics in solid-state electron- 
ics-for example, its routine use in in- 
tegrated optical circuits for frequency 
conversion-will probably require spe- 
cialized materials with strongly non- 
linear behavior. While there now ap- 
pears to be a good working knowledge of 
the nonlinear properties of inorganic 
crystals, organic nonlinear suscepti- 
bilities are still only partially understood 
(28). Research on the mechanisms of the 
nonlinear optical properties of organic 
materials may well lead to materials with 
nonlinear optical properties superior to 
those of presently known inorganic crys- 
tals. 

The examples cited above are perhaps 
a few of the plausible research directions 
likely to have an impact on the evolution 
of solid-state electronics during the com- 

10- 
-9 ing years. A comparison of the variety 

he and richness of the physics and materials 
a science at hand today with that, say, of 

,nt 1945 would seem to argue for at least as 
n-. favorable prospects for an electronics 

revolution during the coming 32 years. 

cal functions, as in multiple sources and 
modulators, multiplexed optical sources, 
and perhaps optical sources with non- 
linear devices to generate new or tunable 
frequencies. It is likely that there will be 
advantages of function, stability, and 
cost in fabricating these combinations on 
a single substrate, as is the case for 
silicon integrated circuits. In progress 
toward such integrated optical structures 
in recent years (26), surface waveguides 
have been demonstrated in many materi- 
als, on many substrates, and by many 
different techniques, including sputter- 
ing, evaporation, ion implantation, and 
diffusion. Lenses, couplers, and grat- 
ings, as well as active devices such as 
injection lasers and waveguide modula- 
tors, have been adapted to couple to 
optical waveguides and fit the integrated 
optics format. Simple small-scale in- 
tegrated optical circuits have been dem- 
onstrated using both monolithic and 
hybrid techniques. Monolithic circuits, 
so far fabricated only in the GaAs- 
Al,Ga,As system, have included laser, 
waveguide, modulator, coupler, and 
Bragg grating elements. Hybrid circuits 
have been demonstrated with a wide vari- 
ety of magneto-, acousto-, and electro- 
optical techniques and materials. A sub- 
stantial amount of materials science and 
device research is being directed toward 
improved growth techniques and explo- 
ration of the possible original functions 
such circuits may perform. 
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Future advances in solid-state electron- 
ics can also be expected on the basis of 
the scientific and technical developments 
in ultrashort light pulse generation and 
nonlinear optics over the past 15 years. 
As an example, consider the recent use 
of ultrashort light pulses, generated by 
mode-locked solid-state and dye lasers, 
as the basis of a picosecond solid-state 
switch (27). Ultrashort visible light puls- 
es, with energy in the nanojoule range, 
produce substantial surface conductivity 
at a silicon surface as a result of the 
creation of high-density plasma. The pi- 
cosecond time scale of the onset of sur- 
face conductivity has been applied to 
ultrahigh-speed electrical switching and 
gating circuits. In the example of Fig. 6, 
the silicon photoconductor forms the di- 
electric substrate of a microstrip trans- 
mission line. A gap in the line can be 
closed at 10-psec rate by a visible light 
pulse; the line can be shorted by a sub- 
sequent infrared pulse, producing bulk 
photoconductivity. The use of standard 
transmission line reflection techniques 
allows generation of a sharply termi- 
nated pulse. Research in this field is 
closely coupled with materials studies of 
electron-hole diffusion and recombina- 
tion under high-density plasma condi- 
tions. 

Nonlinear optical techniques, such as 
optical harmonic generation, optical 
parametric oscillation, and stimulated 
Raman scattering, have so far had an 
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