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The multifarious capabilities that have 
made the computer the great success of 
our age are due to exploitation of the 
high speed of electronic computation by 
means of stored programs. This process 
requires that intermediary results be 
stored rapidly and furnished on demand 
for long computations, for which high 
speed is worthwhile in the first place. 
Storage devices or memories must have 
capacities sufficient not only for the inter- 
mediary results but also for the input and 
output data and the programs. The de- 
mand for fast access and large capacity 
has grown constantly. Today there are 
memories accessible in tens of nanosec- 
onds and memories with more than a 
billion bits, but in general fast memories 
have small capacities and memories with 
large capacities have slow access. 

Ideal would be a single device in which 
vast amounts of information could be 
stored in nonvolatile form suitable for 
archival record-keeping and yet be acces- 
sible at electronic speeds when called 
for-perhaps a shoe-box device con- 
taining 1012 bits accessible at random in 
nanoseconds. So far there is no way to 
realize this ideal. Fortunately, the bene- 
fits of large capacity and rapid access can 
be obtained by use of a hierarchy of 
different types of storage devices of de- 
creasing capacity and increasing speed. 
The main hierarchy today comprises, on 
one hand, large-capacity magnetic re- 
cording devices, which are accessed me- 
chanically and serially (reels of tapes, 
disks, and drums), and on the other 
hand, fast electronic memories (the core 
memory and various types of transistor 
memories). The user may be unaware of 
the hierarchy, as the distribution of infor- 
mation between the various devices is 
built and programmed into the system 
through remarkable software artifices in 
computer architecture, memory organi- 
zation, and internal operating programs. 
An outstanding shortcoming of the pres- 
ent state of the art is the gap (1) between 
the mass-memory storage devices and 
the electronically addressed memories. 
The spanning of the gap by software is 
extremely clever-but it entails not only 
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labor and complexity but elaborate inter- 
nal programs that preempt much of the 
memory capacity and tend to slow the 
processing. 

This article deals with electronic mem- 
ories and new developments in this area 
(2, 3). In particular, the challenge of 
developing an electronically addressed 
memory that fills the gap between the 
present mechanically accessed magnetic 
disk memories and fast transistor memo- 
ries is considered. 

Core Memory 

One of the first electronic memories 
was a circulating delay line, a signal 
transmission device in which the output, 
properly amplified and shaped, was fed 
back into the input. Although it was eco- 
nomical, it had the inherent drawback of 
serial access: the greater the capacity, 
the longer the average access time. What 
was really needed was selective access 
to any stored data in a time that was both 
as short as possible and independent of 
the data address or any previous access. 
This is known as random access, so 
named to emphasize the total freedom of 
accessing and therefore of branching (fol- 
lowing one or another part of a program), 
which is indispensable in the execution 
of stored programs. The first random- 
access memories (RAM's) were electro- 
static storage tubes. In the early 1950's 
the core memory (4, 5) replaced these 
early devices, providing a solution to the 
need for random access that truly fired 
the emerging computer industry into its 
fabulous growth. 

A core is a tiny ring-shaped piece of 
magnetic material in which a bit of infor- 
mation is stored by magnetizing it in a 
particular direction, that is, to one or the 
other of its two remanent states. The 
core memory consists of an array of 
cores strung on fine wires. To retrieve 
information from a core a current is sent 
through it that causes it to be magnetized 
in a given direction that is the same as or 
opposite to the direction in which it had 
been left. If the magnetic state changes, 

a voltage is induced that provides the 
readout and at the same time a signal for 
restoring the core to its original state. To 
select one core in an array of many, two 
current pulses are applied simulta- 
neously to one row and one column of 
the array, and the core responds only to 
the coincidence of the two excitations. 
This is possible because the ferrite cores 
used have a square hysteresis loop and 
are very uniform. Individual cores are 
made and sorted automatically, hun- 
dreds per second, and then are strung on 
wires, generally manually. During about 
a decade (1955 to 1965) many interesting 
magnetic structures were developed in 
which the elements were made by a 
batch process rather than handled indi- 
vidually (6). It turned out, however, that 
the ratio of electronics to magnetics in 
the system had a far greater influence on 
performance and cost than the nature of 
the magnetic structure. Hence the estab- 
lished and constantly improving core 
technology prevailed. 

The core memory has become the 
main internal computer memory and was 
used universally until challenged re- 
cently by semiconductor memories. Typ- 
ical are memories with 1 million words of 
30 to 60 bits each, randomly accessible in 
1 microsecond. The core memory has 
also been extended to very large capaci- 
ties, of the order of 100 million words, 
and has proved the benefits of filling the 
gap in large systems, that is, software 
simplification and more efficient compu- 
tation (6a). However, this gap-filling so- 
lution is too expensive (about 1 cent per 
bit) to be of general use. The core memo- 
ry is still dominant today. From 1966 to 
1971 the annual production of cores in 
the United States increased from 10 to 
100 billion, and it has probably again 
increased tenfold from 1971 to 1976. The 
market outside IBM is estimated to be 
more than 300 billion cores. 

Semiconductor Memories 

Since the mid-1960's the spotlight has 
shifted from the core memory to semi- 
conductor memories. This has resulted 
from the development of large-scale in- 
tegration (LSI) techniques for silicon 
that permit the mass fabrication of micro- 
scopically scaled arrays of transistors 
and all their interconnections through a 
single set of batch processes. This revo- 
lutionary development has had a 
profound influence on the whole elec- 
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tronics industry and is the subject of 
another article in this issue (7). 

It took many years for the semiconduc- 
tor industry to reach its present profi- 
ciency. The first impact on memories 
was the replacement of tubes by transis- 
tors in circuits associated with core mem- 
ories, which resulted in savings in pow- 
er, space, and eventually cost. This led 
to modern core memories with high ra- 
tios of electronics to magnetics-and in- 
cidentally to general knowledge of mem- 
ory systems that is still basic today. The 
first integrated semiconductor memories 
appeared in the mid-1960's (8). Early 
transistor memories used static cells 
with bistable states, each made of a flip- 
flop circuit with two branches so con- 

nected that the "on" state of one en- 
sured the "off" state of the other. At 
first, relatively high power (about 1 milli- 
watt) bipolar transistors were used, with 
which very short access time (less than 
100 nanoseconds) could be reached. 
Hence bipolar memories were used in 
conjunction with cores, as fast "scratch 
pads," a hierarchy concept that has been 
expanded in today's architecture, where 
fast "cache" memories are used with 
slower main semiconductor memories. 
However, the real impetus in the area of 
semiconductor memories came with the 
development of unipolar field-effect tran- 
sistors of the metal oxide semiconductor 
(MOS) type, which made possible low- 
power cells (typically 50 microwatts 

today). In bipolar transistors conduction 
is by both electrons and holes, whereas 
in MOS's it is either by electrons (n-type 
transistors) or by holes (p-type transis- 
tors). (Complementary MOS's, how- 
ever, are made of both p-type and n-type 
transistors.) The LSI technologies for 
the two involve similar processing and 
pattern-forming steps. In general, bipo- 
lars are used for high-speed and MOS's 
for high-capacity memories. 

In LSI technology the active transis- 
tors and all their connections are simulta- 
neously made by unified batch process- 
es. Consequently, the larger the chips 
cut from the original silicon wafer (which 
is 5 to 10 centimeters in diameter) the 
greater the economy, since there are rela- 
tively fewer costly connections to the 
outside. On the other hand, the difficulty 
of making perfect chips grows with their 
area. An optimum size turns out to be 
about 7 to 8 millimeters on the side, for 
which the yield is only about 20 percent. 
This puts a great premium on the effec- 
tive use of the silicon area and has led to 
a complete reversal of emphasis in cir- 
cuit design. Whereas efforts were made 
previously to minimize the active de- 
vices (tubes and later single transistors), 
in LSI the transistors occupy a small 
area compared to that needed for con- 
nections and their spacings, hence in- 
genuity in design is centered on mini- 
mizing requirements for connections and 
simplifying geometrical layouts (see Fig. 
1). 
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synchronous systems, which are less 
flexible than asynchronous systems. 
Hence the static cell with its uncompro- 
mising performance has not lost out. 

In general, a memory chip carrying N 
bits is organized N x 1; that is, it has 
one read-write bit channel and N ad- 
dresses. Usually N is a power of 2 such 
as 1024, 4096, or 16384, in which cases 
the chip is referred to as 1K, 4K, or 16K. 
Internally, the N storing cells are physi- 
cally arranged in an array and are se- 
lected by the two array lines on which 
they lie. The chip carries two decoders 
that select these two lines from a binary 
code. Hence the number of address lines 
to the chip, log2N, is relatively small (10 
for 1K, 12 for 4K, and 14 for 16K). The 
chip also carries read-write circuits, tim- 
ing circuits, and regeneration circuits 
when dynamic cells are used. These pe- 
ripheral circuits preempt two-thirds of 
the chip area in a typical MOS RAM 4K 
chip. Chips may be packaged in separate 
cans, which typically have 16 pins, and 
the cans may be mounted and inter- 
connected on printed boards. Alterna- 
tively, chips can be mounted directly on 
the board. 

Whatever technique is used for mount- 
ing chips, the interconnections are the 
dominant cause of failure. The mean 
time between failures (MTBF) per com- 
ponent is typically more than 1000 years, 
after an initial weed-out period of 10 to 
200 hours during which it is not unusual 
for I percent of the components to fail 
(9). Despite this long component MTBF, 
a system with hundreds of thousands of 
components could well have an MTBF 
below several weeks. Fortunately, error- 
correcting codes with redundant addi- 
tional digits can generally increase the 
MTBF; in fact, the probability of error 
can be reduced almost at will with a 
sufficient increase in system complexity. 
Single-bit errors, which are the major 
type by deliberate system design, can 
usually be corrected by relatively simple 
codes that entail a modest system cost 
increment (less than 15 percent). 

To complete the memory system, of 
course, power supplies, containing 
boxes, and coupling and checking cir- 
cuits are necessary. The resulting system 
per bit cost is in general almost ten times 
greater than the chip cost per bit. 

The main memory of the IBM 370/168 
may be taken as illustrative of the state 
of the art: it has a capacity of 64 million 
bits (64 Mb), uses 32,000 2K chips with 
static cells, has a cycle time of 2 tzsec, 
costs 2.4 cents per bit, and achieves an 
MTBF of 105 hours (with error-correct- 
ing codes). Also standard in the last few 
years have been 4K, 16-pin dynamic cell 
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packages with access times of about 200 
to 300 nsec for 0.2 to 0.4 cent per bit (10). 
This year 16K RAM's have been appear- 
ing, and-which is indicative of the rapid 
progress being made-they have the 
same speed and power dissipation (/2 
watt) and pin count as the 4K RAM's 
(11). Another indicator of progress is a 
recently announced (12) bipolar tech- 
nology known as integrated injection 
logic (I2L), which has been used to 
make one-transistor dynamic cells on 
4K chips that outperform their MOS 
counterparts. 

Semiconductor RAM's may well fill 
the gap between present-capacity 
RAM's and mechanical disks by simply 
extending their capacity. A good case for 
this is made by Hodges (9), who envis- 
ages that in 5 years quarter-billion-bit 
memories will be available that are acces- 
sible in 2 tusec and cost 0.04 cent per bit. 
He assumes a reasonable extrapolated 
improvement in yield but no deviation 

Fig. 2. A 16-kb block-addressed charge- 
coupled memory device. Each of the four 4K 
chips is organized in a series-parallel-series 
array and carries its own decoders. Operated 
at a data rate of 1 Mhz, the mean access time 
is 2 msec and the on-chip power dissipation 
only 1.5 ttw per bit. The memory is fabricated 
by a simple MOS n-channel technique (17). 
[Source: Bell Telephone Laboratories] 

from conventional technology. Other ex- 
trapolations confirm the increase in ca- 
pacity and project even greater cost re- 
ductions. 

At the heart of LSI techniques is 
photolithography, which makes it pos- 
sible to conveniently create all the neces- 
sary microgeometrical patterns, includ- 
ing the delineation of areas for doping 
and for metallization. An arsenal of pho- 
tographic reducing techniques, photore- 
sistive coatings, and etching techniques 
has evolved. Diffraction of light at visible 
wavelengths limits the width of well-de- 
fined lines to about 2 ,/m, although at 
present widths of 4 to 5 Atm are typical. A 
dramatic reduction to submicrometer di- 
mensions can be achieved through the 
use of electron beams rather than photo- 
lithography. An electron beam focused 
to a fraction of a micrometer traces the 
desired pattern under computer control, 
either directly on the wafer or on a mask. 
The mask pattern is then replicated by x- 
ray exposure. A great deal of work and 
capital have been devoted to electron- 
beam lithography (13, 14), which already 
provides greater reproducibility in masks 
of conventional scale and in future will 
undoubtedly be producing scaled-down 
structures with high bit densities. Experi- 
mental structures with line widths of less 
than 1 ,zm have been demonstrated for 
some time. 

Charge-Coupled Devices (CCD's) 

One way to increase storage density is 
to avoid having a direct contact to each 
storage location, by shifting packets of 
charge at the silicon oxide interface in 
MOS devices, as was first described by 
Boyle and Smith in 1970 (15). Charge, 
injected or not at the beginning of the 
line, is shifted by applying phased pulses 
to the clocked electrodes so that the 
pattern of presence and absence of 
charges appears at the end of the line. 
Here it is amplified and reinjected at the 
beginning, making out of the CCD shift 
register line a serial memory with N cir- 
culating bits, much like the early delay 
lines. This return from RAM's to the 
older concept with its long latency time 
is motivated by the higher bit densities 
obtainable. As it turns out, the rules of 
design of RAM and CCD cells are the 
same, and there is not much to be gained 
with CCD's, whose register lines have to 
be spaced in the same way as the cells of 
RAM's and whose elements occupy 
roughly the same length along the line. 
However, with CCD's it is possible to 
use a much smaller charge with smaller 
elements in a scaled-down structure, be- 
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cause the stored charge is available at 
the end of the line to produce the readout 
signal, whereas in RAM cells it is divided 
by the capacitive loading of other cells 
on the line. This also leads to simpler 
readout circuits, and as the access cir- 
cuits are inherently simpler the peripher- 
al circuits preempt only half rather than 
two-thirds of the chip area. The net re- 
sult is a fourfold increase in bit density, a 
16K CCD being made on the same size 
chip as a 4K RAM. 

To mitigate the latency time problem, 
a number of loops are organized in vari- 
ous ways. Each loop can carry its own 
regeneration, and the loops can be ran- 
domly addressed. Or the loops can share 
their regeneration circuits and be ar- 
ranged in a series-parallel-series com- 
bination with short and long loops. 
Shared circuits with random loop selec- 
tion are used in line-addressable RAM's 
(Larams), taking advantage of some in- 
herent storage in unclocked CCD's. 
With these arrangements any block of 
information can be addressed randomly, 
but the information within the block 
flows serially, albeit at very high bit 
rates. While various trade-offs of la- 
tency time and complexity can be ob- 
tained, the average access time is several 
hundred microseconds. 

There has been intensive work on 
CCD's (15-18) since their inception, and 
in 1975 and 1976 four manufacturers an- 
nounced 9K, 16K, and 65K memories 
(see Fig. 2). Several more 16K CCD's 
are due in 1977. The CCD's benefit from 
all the advances that have been made in 
MOS technology, and hence their great 
bit density immediately translates into a 
correspondingly lower cost. On the other 
hand, their access times are almost 100 
times longer than those of RAM's, and 
they are constrained by their particular 
data block size and organization and 
hence do not enjoy the great versatility 
of RAM's. It is likely that both CCD's 
and RAM's will be used as gap-filler 
technologies in the near future. 

Whatever their success as memories, 
CCD's have many other applications 
well suited to their serial operation. An 
important area is signal processing. With 
elements sensitive to light, CCD's be- 
come a solid-state TV camera that al- 
ready has characteristics rivaling those 
of its vacuum tube vidicon counterpart. 

Bubble Memories 

The control of cylindrical domains or 
bubbles in certain magnetic materials, 
first described in 1967 by Bobeck (19), 
has led to extremely interesting possi- 
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Fig. 3. Photograph of a 66-kb magnetic bubble 
chip (4 by 5 mm) organized in major and 
minor loops and having 3- tm bubbles. The 
large black rectangular area is a chevron ex- 
pander-detector; here the bubbles are greatly 
expanded and cause an appreciable change in 
electrical resistance of the permalloy magnet- 
ic guiding structure. [Source: Bell Telephone 
Laboratories] 

bilities for memories. The bubbles are 
formed in a platelet by applying a biasing 
magnetic field normal to its surface. For 
a certain range of bias, cylindrical do- 
mains of reverse magnetization are 
formed. The domains can be moved in 
the plane of the platelet by relatively 
small field gradients. To produce a shift 
register, these gradients can be created 
by the combination of a rotating magnet- 
ic field over the whole platelet and an 
overlay of suitably patterned permalloy. 
The pattern is usually a succession of T- 
bars and I-bars, which become tiny mag- 
nets that periodically attract and repel 
bubbles and cause them to propagate 
along the line of bars. By connecting the 
two ends of a shift register a storage loop 
is obtained. At some location in that loop 
there is a tiny looped conductor, which 
when energized in one polarity generates 
a bubble and when energized in the oppo- 
site polarity annihilates a passing bubble 
if there is one. In this way a pattern of 
bubbles or no bubbles can be made to 
circulate and be stored in the loop. To 
read out the stored pattern, at some loca- 
tion in the loop there is a bubble replicat- 
or that creates two bubbles out of a 
passing one, one which continues in the 
loop and another one which is steered 
into the detector. Here it is expanded 
and its presence is sensed by the magne- 
toresistance of the permalloy guiding 
structure itself (see Fig. 3) (20). 

Fabrication of a bubble device starts 
with a substrate of gadolinium-gallium 
garnet (G3). On these G3 wafers, which 
are 5 to 7.5 cm in diameter, an epitaxial 

layer of doped yttrium-iron garnet (or 
more recently garnets with calcium and 
germanium), is grown. Next, an overlay 
of permalloy and conductors, patterned 
by standard photolithography, is applied 
on the wafer. Finally the wafer is cut into 
chips. Bubble devices require similar but 
fewer and simpler manufacturing steps 
than integrated semiconductor devices. 
A barium ferrite plate provides the neces- 
sary biasing permanent field and pre- 
serves on the system level the inherent 
nonvolatility of the bubble memory. 
Bubble chips can be packed into stan- 
dard packages, which also hold the ne- 
cessary magnetic-field generating coils 
and bias magnets as well as shields from 
unwanted external fields (see Fig. 4). A 
32-pin package has been designed that 
houses four chips with a total capacity of 
280 kilobits (kb). 

Because bubble devices are inherently 
serial, various memory organizations 
with many storing loops are used, which 
resemble the CCD organizations that 
were developed later. Long registers, 
major and minor loop arrangements, and 
decoders correspond to CCD serpentine 
shift registers, series-parallel-series regis- 
ters, and Larams. Much of the address 
logic switching necessary within these 
composite organizations is obtained with 
the bubble technology itself. Advantage 
is taken of the local fields created by 
either a current loop or a bubble that 
influences the path another bubble will 
take. Therefore, while semiconductor 
circuits are still necessary to amplify the 
sense signals and furnish the inputs and 
the currents for the rotating magnetic 
field, they represent a significant but not 
a controlling economic factor. 

A decade of intensive research and 
development work on bubbles in many 
laboratories throughout the world has 
resulted in a basic knowledge of the phys- 
ics and materials, as well as many in- 
genious devices, in what has been one of 
the most important innovations in mag- 
netism (20, 21). Large-capacity memo- 
ries are in pilot production, and it is 
likely that several manufacturers will an- 
nounce products in 1977. Chips are likely 
to carry 32 to 100 kb. Bubble memories 
intended mostly for gap-filler applica- 
tions are called files, and they clearly 
compete with CCD's. Their chief dis- 
advantage is a bit rate of only several 
hundred kilobits per second, compared 
to several megabits per second in 
CCD's. Their chief advantage is non- 
volatility and added reliability, although 
the latter point is being debated. While 
they might be less expensive because of 
their simpler processing, this is an uncer- 
tain advantage in view of the experience 
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and volume production achieved in the 
manufacture of CCD's, which have a 
head start of several years. 

Recent laboratory developments may 
give bubbles a greater competitive edge. 
With the minimum photolithographic 
line width of 2 ,um, the permalloy bar file 
(PBF) used so far has a period of 28 gm 
and 5-gm bubbles. This has been bet- 
tered by a newly demonstrated pattern of 
asymmetrically shaped disks with a peri- 
od of 16 ,im, 3-pAm bubbles, and a chip 
density of 68 kb (20). Extension to 8-,um 
periods and 250-kb chips is foreseen. 
Another ingenious innovation, the con- 
tiguous disk file, has a gapless structure 
and tolerates a relatively coarse photo- 
lithography; in this file 1-gtm bubbles 
have been propagated along the periph- 
ery of contiguous 5-,um disks (21). 

Perhaps the most interesting devel- 
opment is the bubble lattice file, in which 
bubbles are packed in a hexagonal lattice 
determined by bubble-bubble inter- 
actions and the densities achieved are 
four times greater than those of a PBF 
employing bubbles of the same size (22). 
Information is no longer coded by the 
presence or absence of a bubble. In- 
stead, use is made of the fact that the 
magnetization in going radially out of the 
bubble reverses by rotation within the 
domain (Bloch) wall, and that the sense 
of that rotation can be either the same all 
the way around the bubble or else in one 
direction in one half and the other in the 
other half. Entire lines of the lattice can 
be translated by electrical conductors 
parallel to the lines but spaced many 
lines apart. An extracted line at the end 
is read out seriatim, as in PBF's, by 
taking advantage of the fact that bubbles 
in one state move along a field gradient 
and those in the other state move normal- 
ly to it. 

While their low bit rates and debatable 
economy make bubble files of current 
design marginal competitors as gap-fill- 
ing memories, there is great promise in 
the newest developments. Bubbles have 
other applications. For instance, their 
serial access and their ability to store 
without holding power make them a natu- 
ral device for recording audio signals, 
since storage capacities for minutes of 
recording seem already economically fea- 
sible. The same properties render them 
valuable in space applications. There are 
also various uses in telephone systems. 

Electron Beam-Accessed Memories 

The electron beam is an addressing 
pointer of high definition and energy den- 
sity that can easily be deflected. In stor- 
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Fig. 4. Scale drawing of a magnetic bubble package. The four-chip package stores 270 kb and 
contains the necessary biasing permanent magnet and coils for the rotating field. [Source: Bell 
Telephone Laboratories] 

age tubes of the 1940's there were severe 
limitations to such addressing because of 
the use of surface charge storage and 
inadequacies in focusing and deflecting 
the beam. Two recent innovations, stor- 
age within a semiconductor and com- 
pounded deflection, may bring us closer 
to realizing the inherent potential of 
beam addressing. Two groups, one at 
General Electric working on the beam- 
addressable MOS (Beamos) (25), and the 
other at Micro-Bit Corp., have memory 
systems nearing production. For ex- 
ample, consider the Beamos tube with 32 
Mb. 

The target of this tube is a silicon 
wafer that has no geometrical pattern. 
On a p-type substrate there is an epitaxi- 
ally grown n-type layer, then a thin layer 
of silicon dioxide, and finally a thin layer 
of aluminum. The thicknesses are such 
that a 10-kev electron penetrates through 
the metal and SiO2 layers and generates 
electron-hole pairs in the n-layer. In or- 
der to write, a positive bias is applied to 
the aluminum layer, and holes that are 
generated in the SiO2 are trapped near 
the Si-SiO2 interface. To read out, the 
element is interrogated with a beam of 
lower intensity and no bias voltage. 
Many electron-hole pairs are produced 
in the n-layer, and if there are trapped 
charges many holes diffuse to the n-p 
junction before recombining. Here they 
are detected as a current in the external 
circuit. If there are no trapped charges, 
the holes recombine and produce no out- 
put. The output is typically 1000 times 
greater than the beam current because 

each high-energy electron generates 
many electron-hole pairs. Some erasure 
occurs on readout, and after a number of 
cycles the information must be re- 
freshed. (However, with the beam off, 
charge will remain for as long as 1 
month.) Thus the silicon target provides 
storage in depth, not on the surface, as 
well as local amplification of the signal. 
Its only drawback is a fatigue effect that 
reduces the readout, and this may be 
cured by relatively infrequent annealings 
of the tube. 

The addressing is in two parts. First, 
the beam is deflected by a short conical 
structure of low aberration and strikes 
normally one of the apertures of a matrix 
of lenslets. The matrix is made up of two 
metal plates that have an array of holes 
(an 18 by 18 array on 1.5-mm centers) 
and are maintained at different poten- 
tials. Each precisely aligned pair of holes 
forms an immersion lenslet that focuses 
the beam to 2 to 4 ptm. Second, the beam 
is deflected by bars running along rows 
and columns between the holes of the 
matrix. No matter which lenslet is 
reached, the reduced beam will be sub- 
ject to the second deflection. In this com- 
pounded deflection the accuracy and sta- 
bility at each step need only be a small 
fraction of what would be required with a 
single step. Data can be laid out at will 
within a lenslet field, and data blocks can 
vary over wide limits. However, guard 
bands are required between blocks and 
lenslets fields. In practice, the best opera- 
tion is achieved with random access to a 
block of information and serial access 
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Fig. 5. Cost per bit and capacity plotted against access time for memories in us 
the element and system levels are indicated by dashed lines. 

within the block. The access time is typi- 
cally 30 ,tsec and the bit rate 30 Mb/sec. 

In a system of large capacity a number 
of tubes can be configured in various 
ways. Tubes can be addressed singly and 
many circuits shared between them for 
low cost. Alternatively, many tubes can 
be addressed in parallel for high data 
rates. 

The resort to vacuum technology has 
clear benefits: it eliminates all geometri- 
cal steps from silicon processing, and it 
leads to very high bit densities. A bit 
spacing of 4 ,/m has been demonstrated 
and it may be possible to bring this down 
to 1 g/m. Costs should be lower than with 
LSI technology, which is encumbered 
with complex patterns and a multitude of 
connections. On the other hand, the 
tubes are complex, prone to fatigue, and 
require a high-voltage supply, and the 
analog circuits needed for deflection are 
not as foolproof as digital circuits. De- 
spite many years of work and extraordi- 
nary achievements, this technology has 
not appeared on the market and its future 
is still uncertain. 

Optical Memories 

Modern developments in optics such 
as the laser, holography, and various 
electrooptical effects, have led to new 
technologies for information storage that 
are having success in mass storage de- 
vices involving mechanical motion (26). 
Of interest here is the unique possibility 
they offer for making a single memory 
with the capacity of disk memories and 
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A feasibility model (28) has shown the 
validity of all the principles of the con- 
cept: access by compounded selection of 
page composition and location, wide- 

~AD channel optical information transfer, and 
real-time writing and reading of holo- 
grams. In addition, great progress has 
been made in many laboratories in light 
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Concluding Remarks 

Faster stores cost more and con- 
sequently have smaller capacities. A con- 
venient, although oversimplified, way to 
illustrate the hierarchy is to plot cost per 
bit and capacity in typical systems in use 
against average access time, a mixed 
parameter that takes into account ran- 
dom-access time and bit rates. The plot 
(Fig. 5) shows a speed gap of three or- 
ders of magnitude between electronically 
and mechanically addressed memories, 
and the overlapping areas of usage of 
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bipolar, MOS, and core memories. It 
also shows that there is usually an order 
of magnitude difference between costs at 
the element and the system levels. 

How is the gap likely to be filled? The 
case for LSI silicon technology is very 
strong, and the revolutionary nature of 
that technology cannot be overempha- 
sized. In the first place, there are funda- 
mental reasons why it is ideal for memo- 
ry matrix arrays. In any such array the 
peripheral access and signal-amplifying 
circuits will inevitably be made out of 
transistors, so that also using transistors 
for the array avoids the complications of 
heterogeneous technologies and the 
many connections needed between 
them. More significantly, such an array 
is nearly ideal in the sense that it is 
connection-dominated, the active storing 
cell occupying a negligible fraction of the 
area and contributing negligibly to fail- 
ures. It is therefore difficult to imagine 
any other array randomly addressed 
through connections that can compete 
with LSI RAM's. The LSI technology 
also offers another good contender, the 
CCD, that achieves denser and hence 
cheaper elements, although with some 
sacrifice in accessibility. 

However, the effects of LSI tech- 
nology lie beyond these considerations. 
Throughout the history of computers it 
was considerably more expensive to ma- 
nipulate bits for computing or logic 
switching than for storage. A core cost a 
few cents, but a tube and its components 
a few dollars. Central processing units 
with large memories were a natural archi- 
tectural consequence. Today, for the 
first time, logic and storing costs are 
comparable. Thus it makes sense to asso- 
ciate much more logic with memory, 
which is precisely what is done in mi- 
croprocessors. Microprocessors may 
change our thinking about computer sys- 
tem organization and computing meth- 
ods. For example, the practice of multi- 
programming with a large computer may 
be replaced by single programming by 
many small computers. In these smaller 
computers electronic memories may 
have sufficient capacity, and there may 
be much less emphasis on the gap. Micro- 
processors have also given a new dimen- 
sion to the intriguing possibilities of si- 
multaneous programming by many com- 
puters. 

To sum up, the LSI technology is the 
prime contender for filling the gap. It has 
also brought about microcomputers, 
which may change our views on the stor- 
age hierarchy itself. The bubble tech- 
nology can provide sufficient capacity, 
but its economic advantage has yet to be 
proved on the market and it has perform- 
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ance limitations with respect to LSI 
RAM's and CCD's. However, it has a 
great potential for improvement. Despite 
great progress and further possibilities, 
electron beam-addressed memories 
have a difficult road to the market. Opti- 
cal techniques offer the best solution con- 
ceptually, but much research is neces- 
sary, particularly in storing materials. 

This article has focused on new memo- 
ry technologies for filling the gap be- 
tween electronically and mechanically 
addressed memories-that is, on elec- 
tronic memories in the range 106 to 109 or 
101?0 bits. There is another gap between 
mechanically accessed disk memories 
and manually accessed records, such as 
huge stacks of magnetic tapes. The Tetra- 
bit, IBM 3850, and Unicon memory sys- 
tems fill that gap by mechanically ad- 
dressing 1012 bits. Thus there has been 
progress in making electronic what was 
mechanical and mechanical what was 
manual. However, we are still far from 
the ideal shoe-box device with 1012 bits 
accessible in nanoseconds, and still far- 
ther from the capacities of 1015 bits 
needed for many already well-defined 
applications. Although much can still be 
expected from LSI and magnetic record- 
ing techniques, these greater goals may 
require radically new approaches. 

Many laboratories are looking into ba- 
sic principles. Superconductive memo- 
ries based on the Josephson effect may be 
able to operate in picoseconds on min- 
iscule power. The boundaries within the 
walls of magnetic domains, exploited in 
the bubble lattice devices, are also used 
in a so-called cross-tie memory that may 
provide nonvolatile storage memories on 
LSI chips (29). Other possibilities being 
explored are storage by electrolytic depo- 
sition in an array of cells, novel sources 
of electrons and ions for beam devices, 
and applications of biomolecular proper- 
ties. Most of this research is in an early 
laboratory stage and the eventual system 
aims are not sharply defined. Very high 
speed and very low power memories 
rather than large capacity may well be 
the benefits of some of these approaches. 

Any radical improvement in memory 
technology will ultimately greatly affect 
our way of life, as previous innovations 
have shown. The challenge is a fascinat- 
ing one as it reaches into basic knowl- 
edge and demands imaginative inven- 
tion. 

Summary 

Computers today use a hierarchy of 
large-capacity, relatively slow mechani- 
cally accessed memories in conjunction 

with fast electronically accessed memo- 
ries of relatively small capacity. While 
the gap between these is spanned by 
ingenious organizations and program- 
ming, it would be highly desirable to fill it 
instead by some device of sufficient ca- 
pacity and speed. Candidates for gap- 
filling memories include metal oxide 
semiconductor (MOS) random-access 
memories (RAM's) made by large-scale 
integration (LSI); charge-coupled de- 
vices; magnetic bubble devices based on 
cylindrical domains of magnetization; 
electron beam-addressed memories; and 
optical memories based on lasers, holog- 
raphy, and electrooptical effects. At pres- 
ent, the MOS RAM is the prime con- 
tender. Its natural evolution and the evo- 
lution of magnetic-recording techniques 
on which mass storage is based are likely 
to continue to shape the future as they 
have for more than a decade. On the 
other hand, radically new technologies, 
still at an early laboratory stage, are 
aimed at a more ideal solution than 
today's hierarchy. 
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