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Acceptable human performance in 
complex systems depends upon precise 
human-machine interaction. Such inter- 
action is the focus of attention of design 
engineers and computer programmers, 
for exaniple, on the one hand, and of hu- 
man performance psychologists on the 
other. The meaning and extent of that in- 
teraction has evolved and expanded over 
the years. We now commonly find com- 
puters of various sizes on the machine 
side of the human-machine interface, 
and their presence has changed human 
performance considerations markedly. 
On the human side we have seen an ac- 
celerating emphasis upon man as an in- 
formation processor, thus adding many 
considerations to the older-but per- 
sistent-anthropomorphic concerns. 

In this article we review the "human 
factors engineering" field briefly, and 
then discuss in some detail the require- 
ments that computers have put on people 
and human performance technology in 
computer-based systems. For examples, 
and in the citation of solutions, we draw 
heavily upon our own experience in the 
Bell system. 

There have been human-machine in- 
teraction concerns of a sort ever since 
primitive man first extended his own 
abilities with simple weapons and tools. 
In more recent history the industrial rev- 
olution accelerated greatly the transfer 
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of work functions from people to ma- 
chines and complicated the human-ma- 
chine interface problems considerably. 

Human Factors Engineering 

It is generally agreed that World War 
II marked the beginning of a professional 
approach to what came to be called hu- 
man factors engineering, that is, a sys- 
tematic approach to studying problems 
of human-machine interaction and to ar- 
riving at practical solutions on a scientif- 
ic basis. Before the war, going back into 
the late 19th century, systematic work 
had been done by psychologists, but it 
tended to focus upon selecting or train- 
ing people to interact with machines. But 
the tremendous industrial and military 
expansion brought on by World War II, 
and the greatly increased complexity of 
the weapons systems being produced, 
complicated human-machine interaction 
considerably, so that the selection and 
training approach no longer was suf- 
ficient. For example, it was a simple mat- 
ter to get a relatively small number of 
men to fly the slow uncomplicated fight- 
er aircraft of World War I as compared 
to getting thousands of men to perform 
satisfactorily in the high performance 
P-38's and P-5 l's of World War II. Thus, 
a recognized professional specialty, usu- 
ally known as human factors psychology 
or human engineering, was spawned. 

Since human factors psychology came 
into being during World War II, it is to be 
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expected that it would continue to thrive 
in a military environment after the end 
of that war. The Army, Navy, and Air 
Force all established substantial centers 
for the study and application of this dis- 
cipline, and many of them still exist 
today. Human factors practitioners 
spread into the industries that supplied 
military equipment and systems. There 
was a particularly large concentration in 
the aerospace industry. The movement 
also took hold in many nonmilitary fields 
such as transportation, telephony, and 
occupational safety. 

In 1953, Paul Fitts and others typified 
the work being done in the 1940's and 
1950's as follows: "In the design of 
equipment, human engineering places 
major emphasis upon efficiency as meas- 
ured by speed and accuracy of human 
performance in the use of the equipment. 
Allied with efficiency are the safety and 
comfort of the operator. The successful 
design of equipment for human use re- 
quires consideration of the man's basic 
characteristics, among them his sensory 
capacities, his muscular strength and 
coordination, his body dimensions, his 
perception and judgment, his native 
skills, his capacity for learning new 
skills, his optimum work load, and his 
basic requirements for comfort, safety, 
and freedom from environment stress" 
(1). 

Thus traditional human factors engi- 
neering concerns itself with data gather- 
ing and experimentation meant to yield 
precise information about human capa- 
bilities. With such information, ma- 
chines can be built to fit humans. For ex- 
ample, studies revealed design require- 
ments for visual displays of under- 
standable information so that correct 
decisions or control actions can be made 
without delay. Comfortable physical fit 
between man and machine can be estab- 
lished with the use of such information 
as the average human's physical size, 
strength, and reach. This information 
has been stored in handbooks for the use 
of equipment designers and for human 
factors personnel who work with equip- 
ment designers. 
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Personnel Subsystem Development 

By 1960 there was a growing recogni- 
tion that profound changes needed to be 
made in the organization and execution 
of complex system designs. In brief, an 
opinion was growing that there should be 
a simultaneous, integrated design and 
development of the hardware and soft- 
ware, and of the human elements of the 
system. In 1960 Van Cott wrote the fol- 
lowing: "Traditionally, the goal of hu- 
man engineering has been to engineer 
machines for human use-to make 
equipment compatible with man's char- 
acteristics and limitations. In this book, 
however, it is assumed that the primary 
goal of human factors engineering is to 
help design an optimal system. The hu- 
man factors program helps design not 
only the equipment, but also the jobs, 
and to some extent the characteristics of 
the personnel in the system through ap- 
propriate selection and training pro- 
grams. This approach changes the typi- 
cal role of the human engineer from that 
of a design critic to that of a component 
specialist and a member of the system 
design team" (2). 

By 1960, too, not only was there a 
healthy appreciation of complex weap- 
ons systems and the important role of 
human factors engineering in their de- 
signs, but the importance of the comput- 
er was being realized and there was a ris- 
ing concern about the complexity of the 
interaction between humans and com- 
puters. In that year, an article by Lickli- 
der appeared in the first issue of the IRE 
Transactions on "Human Factors in 
Electronics," in which he raised three is- 
sues of "man-computer symbiosis": the 
language mismatch between computers 
and people, the physical interface (com- 
puter console and terminals), and the 
speed-cost mismatch between human 
and computer (3). 

In 1977 we no longer hear much said 
about Licklider's three problem areas, at 
least not expressed in the same terms. 
We have been able to compensate for the 
speed-cost mismatch between man and 
computer, by such approaches as time- 
sharing. In information systems, our 
concern often is the opposite: the re- 
sponse time of a computer to an operator 
inquiry sometimes is not fast enough for 
optimum system performance. 

With regard to the physical interface, 
the variety of available well-designed 
terminals is much better than it was a 
few years ago. This improvement may be 
due at least partly to the negative reac- 
tions to many of the early terminals 
which were so poorly designed. 

The language mismatch between 
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people and computers-at least one as- 
pect of it-still is a major problem. The 
matter of preparing and debugging pro- 
grams, especially for large software proj- 
ects, still is, as one authority puts it, "in 
the category of a cottage craft" (4). 

But today there is another major prob- 
lem of "human-computer symbiosis." It 
concerns the fit between the computer 
and its software (computer subsystem) 
and the people (personnel subsystem) in 
the same system. The term "personnel 
subsystem" refers to the manual proce- 
dures, the human-computer interface, 
training, documentation, and perform- 
ance aids. 

Today's problem and its solution are 
familiar to every human factors psychol- 
ogist who has worked in a large human- 
machine development. The software is 
designed, written, and debugged with 
meticulous care, while the personnel 
subsystem is left to the last minute and is 
given little or no consideration. In the 
worst cases the software simply is turned 
over to the clients who attempt to fit in 
the people functions some way-often 
with disastrous results. (Have you ever 
attempted to get an error corrected in a 
computer-based charge account?) In less 
traumatic cases, the software-designers, 
with or without the help of human fac- 
tors people, attempt to adapt the human 
functions to the computer functions, 
which may allow the system to run, 
but often in a suboptimum manner. The 
correct way to proceed, according to 
Van Cott and others, is with a simul- 
taneous, integrated design of both sub- 
systems. 

We will now consider the issues raised 
by Van Cott and Licklider, and give il- 
lustrations from our own experiences of 
how these issues have been addressed in 
the development of computer-based sys- 
tems, particularly in the past 10 years. 
To repeat the issues: Van Cott said 
"... it is assumed that the primary goal 
of human factors engineering is to help 
design an optimal system. . . . This ap- 
proach changes the . . . role of the hu- 
man engineer from that of a design critic 
to that of a component specialist and a 
member of the system design team" (2). 
Licklider raised the issue of human-com- 
puter symbiosis, which we interpret to 
include the difficult task of coordinating 
human information processing and com- 
puter data processing into an integrated 
system. 

System developers have addressed the 
issue of human-computer symbiosis in 
varying ways. One approach has been to 
pay only casual attention to human fac- 
tors and personnel subsystem consid- 
erations. A second approach has been to 

devote extensive resources to the devel- 
opment of training courses for the per- 
sonnel. A third approach has been to 
concentrate on the human engineering 
of the human-computer interface. The 
fourth approach has been to design the 
complete personnel subsystem con- 
currently with the computer subsystem. 
We will discuss each of these approaches 
separately. 

Develop Hardware and Software, but 

Very Little Personnel Subsystem 

Many new systems involve the appli- 
cation of a new technology to existing 
business or scientific functions. Making 
full use of a new technology-for ex- 
ample, computer technology-is a chal- 
lenging undertaking. Development orga- 
nizations sometimes become pre- 
occupied with applying the new tech- 
nology; all their attention and resources 
are devoted to it, and little or no atten- 
tion is given to the personnel subsystem. 

One consequence of such an approach 
is that human errors often become intol- 
erable. This can be illustrated by an early 
instance of computerization. The plan 
was to mechanize part of a customer re- 
cords and billing process. Hardware was 
selected and software developed. Soon 
after installation, the system became 
swamped with errors. Eventually, and 
with great difficulty, improvisations were 
made in the personnel subsystem which 
brought the error rate within tolerable 
limits. 

The worst problems are traditionally 
with input errors. Computer edits identi- 
fy errors and reject the error-containing 
transactions. Error messages are then 
fed back to personnel in the error-correc- 
tion feedback loop. There is a snowball- 
ing effect: "temporary" personnel are 
added to correct errors; system perform- 
ance keeps dropping; the rate of system 
throughput drops because most of the 
data processing effort is expended in the 
error-correction process. 

Abnormally high error rates have 
three consequences. First, if outputs are 
delayed, customer schedules (and cus- 
tomers) are upset. Second, the cost of 
extra processing required to correct er- 
rors can be high; for example, a study of 
errors on customer service orders 
showed the total cost to correct each er- 
ror to be $7.25. Such costs can wipe out 
the savings which the new system was to 
effect. Third, high error rates demoralize 
system users. We once asked a clerk 
whose sole job all day long was to pre- 
pare a complex input form, how many 
forms were returned for correction of er- 
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rors. The answer: "All of them, and 
some more than once." 

Another consequence of the single- 
technology approach is that system users 
often are unable or unwilling to use sys- 
tem features which have been devised at 
great expense. Licklider, describing the 
SAGE (semi-automatic ground environ- 
ment) system, reported: "According to 
credible reports, there were makeshift 
plastic overlays on the cathode-ray dis- 
plays, and the scope watchers were by- 
passing the elaborate electronics-oper- 
ating more or less in the same 'manual 
mode' used in World War II" (5). 

Produce Extensive Training Course 

Materials 

System designers, when confronted 
with widespread human performance 
problems in their systems, search for a 
broader design approach. They some- 
times believe that training equates to sat- 
isfactory human performance. There are 
at least two flaws in such an assumption. 
First, human performance in systems is 
the complex interaction of many vari- 
ables, only one of which is training. Fox, 
citing experience with developmental 
testing, described eight major variables 
affecting human performance in systems; 
only one was training (6). (The other 
variables are: design, human-machine in- 

terface, information transfer, environ- 
ment, personal factors, supervision, and 
documentation.) 

Second, simplistic as it may sound, 
system personnel should be trained to do 
the manual procedures of the system. 
However, the most carefully developed 
training courses cannot compensate for a 
poorly designed or suboptimized person- 
nel subsystem. The procedures them- 
selves may be incorrect; for example, 
some information should be stored in 

performance aids instead of memorized. 
No matter how much training they re- 
ceive, system personnel probably will be 
unable to overcome many of the error- 
producing procedural and interface prob- 
lems inadvertently incorporated in the 
personnel subsystem design. 

During the 1970's, instructional tech- 
nology has become widely used. This 
method of training course development 
features thorough analysis of tasks to be 
taught. We have found that a task analy- 
sis, done for training purposes, often re- 
veals personnel subsystem design defi- 
ciencies. It also often reveals the need 
for new performance aids and procedural 
documents. The net effect usually is re- 
duced training time. 

For example, we were asked to help 
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Fig. 1. Directory assistance operator working at specially designed terminal of experimental 
computer-based system. 

with training course development for a 
new system which provides standardized 
circuit designs. A task analysis revealed 
the need to add performance aids and 
restructure user documentation. The re- 
sult was a 30 percent reduction in train- 
ing costs, improved human performance, 
and a reduction in the volume of system 
documentation that was required. 

Design the Human-Machine Interface 

Systems designers are often familiar 
with some of the terminology and con- 
cepts of human factors engineering; there- 
fore, the "human factoring" of inter- 
faces has traditionally received support 
in both large and smaller systems. 

One such project was MECHSIM (me- 
chanical simulation of a computer-based 
directory assistance system). This proj- 
ect had as its ultimate goal the reduction 
of the amount of time an operator spends 
responding to a request for directory as- 
sistance. The MECHSIM study followed 
some 10 years of low budget research 
and experimentation directed to reduc- 
ing operator work time. 

Control or reduction of operator work 
time is important to telephone com- 
panies. Directory assistance is expensive 
to provide and, until recently has been 
provided universally at no charge. In 
1970, for instance, the Bell companies 
had more than 44,000 people working in 
directory assistance offices at an annual 
cost of $300 million. The average dur- 

ation of a directory assistance call is 
about 33 seconds; therefore, the annual 
value, so to speak, of each second is in 
excess of $9 million. So, if Bell lab- 
oratories could show the telephone com- 
panies a way to cut a few seconds off 
average call duration, the savings would 
be considerable. 

Operators on the job quickly get quite 
proficient at using the traditional "paper 
data base," that is, telephone directo- 
ries, thus early attempts to improve the 
process were unsuccessful. For ex- 
ample, in 1956, a trial was run in which 
directory pages were put in microfilm 
"sticks," as they were called, and pro- 
jected for the operator on a ground glass 
screen. This method did not save look- 
up time, largely because the state of the 
arts of optics and microfilm were not suf- 
ficiently advanced. 

In the early 1960's, analytical studies 
were undertaken with the view to utiliz- 
ing the computer and its related cathode- 
ray tube (CRT) terminal. A major ques- 
tion was, how would the operator gain 
access to the file if it were in the comput- 
er instead of on paper? When operators 
used paper telephone directories, access 
was by full name of the customer; how- 
ever, the studies showed that if the oper- 
ator were to key in trigrams-that is, 
the first three letters of last names in- 
stead of the entire name, input time and 
spelling and key stroke errors would be 
reduced. 

In 1965, a human factors trial was in- 
stituted for the purpose of measuring op- 
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erator performance with such a system. 
This is the mechanical simulation 
(MECHSIM) referred to by Lindgren in 
a 1966 article, in which he said: "The 
Bell project also presents an interesting 
sidelight. Human factors engineers al- 
ways stress the importance of being in on 
design studies as early as possible so that 
their investigations can properly influ- 
ence the final system design. In the Bell 
case, the engineering department is not 
even going to begin to implement the 
computer look-up system until they have 
seen the complete results of the human 
factors study . . . which amounts to the 
realization of a human factors dream" 
(7). 

The dream, if that is what it is, has 
continued. The mechani :al simulation of 
computer-assisted directory assistance, 
when it was completed in 1966, indicated 
that there probably would be sufficient 
savings in operator look-up time to justi- 
fy the development of an actual comput- 
er-based system. As a result, a comput- 
er-based human factors experiment was 
begun in late 1970. It was referred to as 
the "live traffic experiment" because it 
involved ten operators who worked at 
specially designed CRT terminals and 
who received actual "live" customer 
requests for directory assistance. They 
used the terminals to locate customer 
telephone numbers which were stored in 
a computer memory. 

Operators talked directly with custom- 
ers and, using keys on the CRT console, 
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Fig. 2. Customer rec- 

keyed into the computer the necessary 
trigrams indicating name and address in- 
formation (Fig. 1). The cfromputer then 
activated a display on the CRT from 
which the operator selected the desired 
telephone number and relayed it to the 
customer. 

The study was in two parts. The first 
was an experiment or, more correctly, 
the last stage of an experiment that had 
several preceding steps in other parts of 
the laboratories going back over some 12 
years. Operators systematically tried 
eight search (keying) strategies to re- 
trieve telephone numbers from computer 
storage. The best strategy was then se- 
lected for the second part of the experi- 
ment, a pilot study of the computer- 
based directory assistance operation. Its 
purpose was to see if sufficientk over someavings in 
work time could be realized to justify the 
use of the computer subsystem for direc- 
tory assistance. 

The outcome of the pilot study in- 
dicated that the computer-based direc- 
tory assistance would indeed save suf- 
ficient operator work time to justify 
a change to that type of system when 
development resources became avail- 
able. 

More important, perhaps, is the fact 
that the live traffic experiment represents 
in several ways the coming of age of hu- 
man factors psychology or "human per- 
formance technology." For example, the 
human factors experiment and pilot 
study were undertaken before huge sums 

were committed to system development. 
Next, there was the specific commitment 
of designer resources to the attainment 
of an integrated operator-computer inter- 
action. This required an explicit under- 
standing that software designers were 
dependent upon human performance re- 
quirements developed by human factors 
psychologists. 

Finally, the live traffic experiment 
served to call management attention to 
the principle that the personnel subsys- 
tem of a computer-based system requires 
careful design attention just as does the 
computer subsystem. 

In information systems, the human- 
computer design is important for error 
prevention. Human-caused errors are an 
anathema to system designers. A large 
facilities engineering and assignment 
system that we studied illustrates the ef- 
fect of human error on system perform- 
ance; it also illustrates why, when sys- 
tems have human-error problems, de- 
signers tend to focus their attention on 
interface and data display designs. 

Almost immediately after the change 
to the new system, human errors snow- 
balled. Computer-processed transac- 
tions bogged down to the point where the 
computer was bypassed entirely; later, 
the errors were located and corrected, 
and the computer data base and manual 
protective records updated. The sys- 
tem's error-correction process quickly 
became overburdened. System perform- 
ance then fell below acceptable or even 
tolerable levels. 

Most of the human errors were de- 
tected by computer edit of manual in- 
puts. System designers proposed a two- 
part solution: Replace the input clerks 
with more skilled people; and substitute 
CRT terminals for input forms. Before 
this solution was implemented, a special 
task force worked with the system users. 
As a result, CRT's were not installed, 
nor were more skilled people hired. In- 
stead, many of the paper forms were re- 
designed, performance aids developed, 
and system personnel trained. Error 
rates immediately dropped, and system 
performance was soon above acceptable 
levels, where it remained. 

A key point, however, is this: The 
most visible changes made were to the 
forms used by humans to transmit infor- 
mation to the computer; however, task 
force members believed the other per- 
sonnel subsystem work (procedures, 
performance aids, and training courses) 
to have been much more important. 

This final example points out a critical 
issue. On many systems, the design of 
the man-computer interface itself is not 
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enough. After all, many large computer- 
based systems use off-the-shelf terminal 
equipment which satisfactorily meets hu- 
man capabilities and stereotypes. As De- 
Greene says, in regard to design of data 
displays: "Many of the baffling human 
factors problems, then, relate not so 
much to vision as to cognition. The dis- 
play can be considered a direct extension 
not only of the inner structure and work- 
ings on the computer, but also of what is 
going on within the user's [operator's] 
problem-solving head" (8). 

For most system designers, human- 
machine interface design should focus on 
integrated, complementary human-ma- 
chine procedures. Human procedures 
and machine procedures come together 
at the interface, whether console, CRT 
display, or paper form. The interface de- 
sign should take into account these inter- 
actions, and should be consistent with 
both human and hardware capabilities. 

Design the Subsystems Concurrently 

Human performance technology in- 
tegrates elements of human engineering, 
engineering psychology, instructional 
technology, and industrial and organiza- 
tional psychology. The application of hu- 
man performance technology is called 
personnel subsystem development 
(PSD), which means the integrated de- 
sign of human procedures, human-ma- 
chine interfaces, training, performance 
aids, and documentation as part of the 
total system. It also includes the rigorous 
testing of the personnel subsystem to- 
gether with the computer and hardware 
subsystem counterparts. The products of 
PSD are the controlled utilization of hu- 
man resources, and the means (proce- 
dures, training, performance aids, inter- 
faces, for example) for obtaining re- 
quired human performance in systems. 

A recent Bell Laboratories example of 
designing the personnel subsystem si- 
multaneously with the computer subsys- 
tem was the enhancement of a computer- 
based message switching system. During 
design there was continual interaction 
between personnel subsystem and soft- 
ware designers. The personnel subsys- 
tem and software were fully tested be- 
fore installation. During a 3-month peri- 
od following installation of the enhanced 
systems, only 6 percent of the problems 
encountered required design changes, 
and none of these involved human proce- 
dures or a human-machine interface. 
Previous experience suggested that, if in- 
tegrated, concurrent design of the com- 
puter and personnel subsystem had not 
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been done, 50 percent of the encoun- 
tered problems would have required 
changes to the personnel subsystem (9). 

Another example illustrates that even 
as a retrofit, the thorough design of the 
personnel subsystem of a computer- 
based information system can accrue 
system benefits. When the PSD design 
team began work, the system design in- 
cluded hardware and software. More 
than 50 documents already had been de- 
veloped for system personnel by persons 
who did not follow the PSD process. 

The PSD designers first analyzed sys- 
tem functions, then analyzed tasks to be 
done by system personnel. From the 
data collected, work procedures were 
designed. Common human procedures 
were identified. Performance aids were 
developed. As a result, the existing 50 
procedural documents were reduced to 
17. This in turn simplified document 
maintenance and reduced training time. 

A key design activity was to allocate 
the human information load among sys- 
tem personnel and system products, 
without duplication. For example, atten- 
dants (operators) were taught to recall 
from memory certain procedures and 
data. Other data were contained in per- 
formance aids. Still other data were in- 
corporated in masks displayed on the 
CRT. Attendants were trained to use the 
performance aids and CRT masks, not to 
remember all the information contained 
therein; there was no need to duplicate 
such information in training courses, 
therefore the volume of system docu- 
mentation was reduced markedly. 

This system also illustrates how manu- 
al procedures and interface design are in- 
terrelated. A service attendant at a CRT 
terminal talks directly with a customer 
who is reporting telephone malfunction. 
A mask is displayed on the CRT. As the 
customer gives information, the service 
attendant uses the CRT keyboard to fill 
in the mask. The original mask design 
had been controlled by software require- 
ments, and assumed the typical custom- 
er would provide information in a certain 
order. Actually, the information from the 
customer came in a different order; 
therefore, attendants had to go through 
several extra operations to record the 
data, thus cutting productivity and in- 
creasing the chance of error (Fig. 2). Re- 
designing the mask to match the oper- 
ator-customer dialogue reduced the 
number of operations required of the op- 
erator and reduced the chance of error. 

One final example deals with the con- 
version of a system which maintains an 
inventory of available facilities, and as- 
signs these facilities to customer orders 

for telephone service. The conversion 
requires the transcription of the records 
of 120 million telephones from paper to 
computer data base, at an estimated cost 
of $305 million. 

The computer and personnel subsys- 
tems of the conversion system were de- 
signed and implemented concurrently 
and systematically. Training and docu- 
mentation were developed, and the per- 
sonnel subsystem was tested as part of 
the design process. When the testing 
program was completed, the transcrip- 
tion error rate had been reduced from a 
projected 10 percent to an overall 5 per- 
cent. Thus, when the necessary records 
have been converted to the computer 
data base, there will have been an esti- 
mated cost avoidance of $46 million. 

Conclusion 

Clearly, the years since World War II 
have seen increasing complexity of hu- 
man-machine interaction. Machines 
have become much more complicated 
and the responses required of humans 
may be said to have moved from "brawn 
to brains," that is, from the physical in- 
teraction between person and machine to 
an interaction which depends more on 
the information processing abilities of 
human beings. 

In our experience with computer- 
based systems, we observe an increasing 
emphasis upon personnel subsystem de- 
velopment. This is largely because 
today's complicated systems, particular- 
ly those involving computers, put in- 
creasing demands upon people in the 
system for fast and nearly error-free per- 
formance. Careful design attention must 
be given to the human element if such 
performance is to be attained. 
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