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proved operation of industrial plants by 
means of advanced automation. The rev- 
olutionary developments in electronics 
now becoming commercially established 
are apt to greatly accelerate the evolu- 
tionary change in process control in the 
next 5 to 10 years. 
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As large-scale integrated circuits be- 
come available to take electronics into 
the homes and the daily lives of a larger 
public, we may see a diminution in the 
role that national defense will play in 
shaping the future growth of this tech- 
nology. Up to now, however, that role 
has been crucial; of all the major in- 
gredients of "the continuing revolution 
in electronics," only the transistor origi- 
nated without the stimulus of military 
requirements and the support of military 
funding (1). At the same time, electronic 
innovation has bolstered our defenses, 
stimulated new concepts of military tac- 
tics and operations, and, when indulged 
in by others, presented major challenges 
to our strategic position among the na- 
tions of the world. 

It is not possible to examine all these 
complex interactions in a short article, 
and we have accordingly chosen to con- 
centrate on a particular case-the prob- 
lem of aircraft surveillance and warning. 
We have picked this example because it 
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is one that is most familiar to us, and also 
because it typifies that aspect of defense, 
command, and control, which is the spe- 
cial province of electronic technology. 

Although the scientific principles that 
underlie modern electronics were reason- 
ably well understood in the 1930's, it was 
the urgent and uniquely military require- 
ment for early warning of possible air 
attack that led to the development of 
radar and with it the large body of asso- 
ciated technology that became generally 
available in 1947 through publication of 
the 28-volume Radiation Laboratory Se- 
ries. The Radiation Laboratory had been 
established at the Massachusetts Insti- 
tute of Technology in 1940 to investigate 
the exploitation of microwave fre- 
quencies for radar. This was considered 
to be a highly speculative venture at the 
time, but it proved to be remarkably 
successful in extending the usable fre- 
quency spectrum by some three orders 
of magnitude. Power sources were devel- 
oped that could deliver several mega- 
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watts of peak power at 3000 megahertz, 
and kilowatts up to 24,000 megahertz. 
The short pulses required for good radar 
range resolution necessitated the design 
of equipment and components with 
megahertz bandwidths rather than the 
few kilohertz required for voice radio 
circuits. Other system needs stimulated 
developments that ranged from the theo- 
ry and design of servomechanisms to 
techniques for precision engineering of 
large structures. Included were the pulse 
techniques and the cathode-ray tube and 
delay line storage devices that supported 
early electronic computer development, 
as well as the circuitry and components 
that made possible the immediate, explo- 
sive growth of television after World War 
II. 

Only 3 years after the dissolution 
of the Radiation Laboratory, the prob- 
lem that had stimulated the development 
of radar returned in a new form to force- 
feed the evolution of the digital computer 
and the digital technology that would 
complement the microwave technology 
developed during World War II. In Au- 
gust 1948, years earlier than expected, 
the Soviet Union exploded an atomic 
device, and, for the first time in history, 
the United States was forced to consider 
the possibility of a devastating air attack. 
Not only was there virtually no active air 
defense in being, but it was clear that 
early warning and raid tracking at the 
level of capability developed in World 
War II was not sufficient to meet a threat 
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Fig. 1. WHIRLWIND 1: 14,500 vacuum tubes; 1024-word (16-bit) internal memory; operating 
speed, 20,000 instructions per second; computer volume, 4400 cubic feet; power required, 200 
kilowatts. Shown here are the electrostatic storage and, from left to right, J. W. Forrester, N. H. 
Taylor, J. A. O'Brien, C. L. Corderman, and N. L. Daggett. 

wherein a single aircraft could inflict 
more damage than could be expected 
from mass bombing by fleets of conven- 
tionally armed planes (2). Furthermore, 
if the defense was to have sufficient time 
to intercept high-speed jet aircraft, it 
would need to employ large, long-range 
ground radars, and such radars could be 
bypassed by low-flying aircraft that 
would remain undetected in many re- 
gions. 

The solution that was eventually pro- 
posed was to use a large number of ra- 
dars, which together could provide both 
high- and low-altitude coverage. These 
were to be netted through "data analys- 
ers," which were expected to coordinate 
all the data from the individual radars 
and, in addition, it was believed, could 
control interceptors "at no additional 
cost in complexity" (3). 

This admittedly hazy notion of what 
the central computer would be like re- 
solved itself in prototype as the MIT 
WHIRLWIND (Fig. 1), which had been 
under construction with U.S. Navy and 
U.S. Air Force support since 1947 and 
was the first computer designed with the 
heavy emphasis on reliability and speed 
that would make it suitable for real-time 
applications. It was clear, however, that 
the technology that was available in the 
early 1950's was not satisfactory for the 
air defense application. In 1951, J. W. 
Forrester and R. R. Everett, leaders of 
the WHIRLWIND project, wrote that "no 
existing digital computer is more than a 
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laboratory model with respect to the 
present problem. ... As now fore- 
seen, .. . the proposed machine will be 
based on transistors as the active ele- 
ments in the computing circuits and 
three-dimensional arrays of magnetic 
cores for high-speed internal storage 
. " (4). 

As it turned out, the Air Defense Com- 
puter (AN/FSQ-7) was not transistor- 
ized. Transistors with the uniformity, re- 
liability, and speed that would make 
them suitable for the highest speed com- 
puters did not become available until the 
announcement of the surface barrier tran- 
sistor in 1954 (5). The magnetic core 
memory, however, did prove successful 
and did remove the very serious con- 
straints on computer development that 
had been imposed by the unreliability 
and cost of other internal information 
storage devices, particularly the electro- 
static storage tube. 

A core memory operated in the Lin- 
coln Memory Test Computer in 1953 and 
was later transferred to WHIRLWIND. By 
1955, core memories were commercially 
available in the IBM 705 and, shortly 
thereafter, in the IBM 704, the two ma- 
chines that for some time dominated the 
large-scale computer field. In the mean- 
time, the requirements of the Semi-Auto- 
matic Ground Environment (SAGE) sys- 
tem led to the demonstration of a number 
of new roles for the machine that went 
far beyond any previous concepts of the 
function of an electronic "numerical cal- 

culator," and included display genera- 
tion, data management, simulation, and 
real-time, on-line operation. 

Development of the central computer 
was not the only critical problem in de- 
sign of the air defense system. The defi- 
ciencies of early radar (6) had forced the 
British to net together the stations of the 
"Home Chain," which formed the back- 
bone of their early warning and tracking 
system for the greater part of the war. 
This was never a very satisfactory ar- 
rangement. Detection, identification, 
and tracking were all performed manual- 
ly and coordinated centrally through 
voice and teletype reports to form a pic- 
ture of the air situation. Serious delays 
and errors appeared to be unavoidable, 
and, with the advent of high-speed air- 
craft and nuclear weapons, such perform- 
ance would be intolerable. It was appar- 
ent that some means other than "voice 
telling" would have to be devised to 
transmit radar data directly to the con- 
trol center. It was also apparent that 
microwave relay equipment then avail- 
able was expensive and not reliable over 
long distances, and that raw radar data 
would, in any event, overwhelm the ca- 
pacity of the central computer. 

The solution proposed was to use tele- 
phone lines that existed in all populated 
areas of the country, and to accept the 
fact that the narrow bandwidth associat- 
ed with these lines would necessitate 
extensive filtering and processing of the 
radar data prior to transmission. Ulti- 
mately, this proposal required the instal- 
lation of massive (up to 1000 vacuum 
tubes), special-purpose, digital process- 
ing equipments at each radar site. In 
terms of future impact, perhaps the most 
important outcome was that it led the 
American Telephone and Telegraph 
Company to inaugurate a generally avail- 
able, high-quality, digital data service 
(7). 

In the meantime, other military re- 
quirements initiated other develop- 
ments. Missile guidance systems were an 
early source of support for integrated 
circuit development; requirements for 
satellite-tracking radars have supported 
the development of surface acoustic- 
wave technology and charge-coupled de- 
vices, as well as modern signal process- 
ing techniques, including pulse compres- 
sion and matched filtering. The need for 
reliable military communications has led 
to the exploitation of tropospheric and 
ionospheric scatter, to spread-spectrum 
and noise modulation systems, and to 
the development of satellite communica- 
tion to small, mobile terminals. On-line 
computer time-sharing, computer net- 
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works, and computer graphics were all 
initially supported by the military. Final- 
ly, we should mention such significant 
second-order developments as radio and 
radar astronomy, microwave spectrosco- 
py, and instrumentation for earth-re- 
sources satellites and for modern health 
care, all of which are heavily dependent 
on concepts and components derived 
from military electronics. 

DOPPLER (velocity) FILTERS 
4 56 70 1 2 3 4 

-55 0 55 
\ KNOTS 

Fig. 2. Signal process- 
ing by the Moving Tar- 
get Detector (MTD) for 
an airport surveillance 
radar (ASR-7). 

CPt 
8 PULSES 

Impact on Defense 

So far, we have primarily noted the 
impact of defense requirements on the 
growth and evolution of electronics. 
There is, of course, a reciprocal effect. 
Prior to World War II (8) 

. . . military requirements appeared to be rea- 
sonably well understood and straightforward. 
Ground forces and navies were the product of 
long experience and gradual evolution. The 
increasing mobility of the tank and the long- 
range firepower of the aircraft were beginning 
to reshape the face of war, but even they were 
evolutionary platforms and had undergone tri- 
als in World War I and subsequent conflicts. 
Force planning could be, and was largely tra- 
ditional and incremental although occasional 
and annoying innovators such as airpower 
and tank enthusiasts threatened to disturb the 
customary patterns of warfare by suggesting 
novel uses for newer military instruments. 

Now, however, conditions have 
changed dramatically. Not only must we 
support three basic types of forces- 
strategic nuclear, theater nuclear, and 
conventional-but, as the technology of 
weapons, missiles, and jet aircraft which 
has given us almost limitless firepower 
and mobility becomes available to oth- 
ers, the classic measures of military 
strength must be balanced by how quick- 
ly and precisely this strength can be con- 
trolled. To quote M. R. Currie, director 
of Defense Research and Engineering: 
"Absolutely central to our strategic pos- 
ture is the effectiveness of our command, 
control, warning, and surveillance sys- 
tems...." In the tactical area, "the 
development of integrated intelligence 
and target engagement systems repre- 
sents the great challenge and opportunity 
of the next decade for DoD" (9). 

Electronics has already, of course, giv- 
en us initiative in these areas. It has 
supplied means for instantaneous com- 
munication with any part of the world, 
the capability for continuous planet-wide 
surveillance and a high degree of pre- 
cision in weapon guidance. It is difficult, 
furthermore, to see how we could man- 
age our $125-billion investment in weap- 
on systems or assign and support 2 mil- 
lion uniformed personnel in more than 
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100 separate locations throughout the 
world without computer assistance and 
electronic information storage. 

In principle, electronic information 
processing affords the capability that is 
required to coordinate our multiforce mil- 
itary structure and to carry out an in- 
creasingly complex defense mission. In 
fact, however, the multiplicity of new 
sensors, new information sources, and 
new communication capabilities tends to 
produce an overwhelming flow of raw 
data rather than the refined information 
that recognizes a threat, identifies tar- 
gets, permits reliable tracking of a mo- 
bile opponent or, more generally, will 
support the degree of integration and 
automation that is necessary for rapid, 
effective control of modern military 
forces (10). It still remains to be seen 
whether the continuing revolution in 
electronics carries within it means for 
control and utilization of the massive 
flows of data which it has, in large part, 
spawned. 

This surfeit of data appears in many 
areas and will not be susceptible to any 
single remedy. We believe, however, 
that there is emerging a qualitatively new 
capability for local information process- 
ing, derived from large-scale integrated 
circuitry, that carries intimations of the 
future resolution of many of these prob- 
lems. In order to illustrate this thesis, we 
propose to describe in some detail recent 
results that have been obtained in con- 
nection with the persisting problem of 
aircraft surveillance and tracking. We 
have picked this particular development 
rather than comparable achievements in 
speech processing or radar, infrared, or 
visual imaging, because it is the clearest 
example that we know of the application 
of this newly available capability to the 
extraction of meaningful information 

112.5 K RANGE 
CELLS/sec 

OR 
8.9,usec/RANGE CELL 

from a vast and cluttered flow of data. 
We also find it interesting that the milita- 
ry problem of air surveillance, which has 
initiated so many important devel- 
opments in modern electronics, is one of 
the first problems that may ultimately be 
solved through advances in that tech- 
nology. 

It was recognized early (11) that inter- 
ceptions of high-speed aircraft could nev- 
er be fully successful without full auto- 
mation that included automatic detection 
and tracking, but the air defense systems 
of the 1950's never achieved this goal. 
Studies (12) have shown that for an auto- 
matic tracker to perform adequately in a 
noisy environment, the probability of tar- 
get detection should be .8 or higher per 
scan, and the false alarm rate should be 
less than 10-5. Despite improvements in 
radar resolution, moving target in- 
dication (MTI) and clutter mapping, the 
basic data input remained vulnerable 
to countermeasures, contaminated by 
ground returns, weather, birds, and rf 
interference, and the requisite perform- 
ance standards could not be regularly 
achieved. Furthermore, to track maneu- 
vering aircraft successfully, it is impor- 
tant that there be a low scan-to-scan 
correlation of detection dropouts. Be- 
cause of these difficulties, even the most 
sophisticated computerized tracking al- 
gorithms have needed skillful human as- 
sistance to recover from sporadic loss of 
data and to track through the clutter that 
was inevitably present. 

To achieve such low false alarm and 
high detection rates, it is necessary to 
examine the area scanned by the radar 
by dividing it into a large number of 
range-azimuth-Doppler cells (see Fig. 
2). A backscatter return in such a cell is 
reported as a target only if the magnitude 
of the return is above the momentary 
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threshold of the cell. If this threshold is 
set too high, the detection rate will suf- 
fer; if it is set too low, there will be a 
large number of false alarms triggered by 
various forms of noise and clutter. An 
optimal system will require variable 
(adaptive) cell thresholds that are condi- 
tioned by local context-the returns ob- 
served in the cell on prior scans and 
returns observed in spatially adjacent 
cells. 

This represents a formidable data proc- 
essing task which, in the particular appli- 
cation considered here, is accomplished 
through digital processing of the convert- 
ed outputs of the video detector. As 

shown in Fig. 2, the region under surveil- 
lance is divided into 480 azimuth inter- 
vals, each 3/4? wide (one-half beam 
width), extending approximately 56 nau- 
tical miles in range. This range extent is 
divided into 900 range cells by sam- 
pling the return at a 1.3-megahertz rate, 
equivalent to 1/16 mile in range. The area 
is thus divided into 432,000 range-azi- 
muth cells. 

In each 3/4? azimuth interval, called a 
coherent processing interval (CPI), eight 
pulses are transmitted at a constant pulse 
repetition frequency (PRF) of approxi- 
mately 1 kilohertz. On reception, eight 
complex digital samples are collected in 

Fig. 3. Parallel Microprogrammed Processor (PMP): 3000 integrated circuits including 1024- 
word (24-bit) and 2048-word (60-bit) internal memories; operating speed, 25 x 106 instructions 
per second; computer volume, 1.8 cubic feet; power required, 160 watts. 

each range-azimuth cell, and these are 
processed to produce eight Doppler (ve- 
locity) filters. This divides the area into 
3,456,000 range-azimuth-Doppler cells, 
each of which is given its own threshold. 

For targets with zero radial velocity, 
the detection threshold in each range- 
azimuth cell is a weighted average of the 
scan-to-scan history, which is stored in a 
digital map of the ground clutter. The 
map value is built up in a recursive man- 
ner by adding 1/8 of the output of the 
zero velocity filter on each scan to 7/8 of 
the value stored in the map. Thus, as rain 
moves into the area or as propagation 
conditions change, the map values also 
change. The value stored in the map is 
multiplied by an appropriate constant to 
set the threshold for the zero velocity 
filter. 

Unlike ground clutter which has a con- 
stant spectral width centered at zero ve- 
locity, precipitation returns have a spec- 
tral shape which is set by the wind field 
and varies in width as well as average 
velocity. If the PRF of the radar is 
changed on successive CPI's, the very 
narrow Doppler spectrum of the aircraft 
will appear in different Doppler filters 
with each PRF. Except when the target's 
radial velocity is exactly that of the rain, 
aircraft returns will appear in some Dop- 
pler gate without any rain return on at 
least one of the two PRF's as the antenna 
beam scans past. It is thus possible to 
detect aircraft whose cross section is 
many decibels below the radar cross sec- 

MTD NORMAL VIDEO 

Fig. 4. Performance of the Moving Target Detector (MTD) in heavy precipitation and ground clutter. Normal video and the tracked aircraft 
outputs are shown. Notice the absence of false returns and the continuous tracking even of aircraft with zero radial velocity. The controlled 
aircraft is a single-engine Piper Cherokee. 
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tion of the weather return. For targets 
with a radial velocity, the detection 
threshold is set as a weighted average of 
returns in 16 range cells, eight on either 
side of the cell of interest. Blind speeds 
introduced by traditional MTI cancellers 
are also eliminated by changing the PRF 
every coherent processing interval. 

Prototype equipment that will carry 
out these operations is pictured in Fig. 3. 
It is called the Parallel Micropro- 
grammed Processor (PMP) and consists 
of a control unit and one or more 
identical processing modules (PM's), 
each containing a processing element 
and a data memory. Each processing 
element performs all the calculations on 
the data in its own data memory while 
the control unit, under microprogram 
control, sequences through the program 
in its control memory, providing instruc- 
tions and data memory addresses to each 
PM. The operations of data collection, 
velocity filtering, and adaptive thresh- 
olding are performed for each range cell. 
The signal processor can, therefore, be a 
pipeline device that processes the range 
gates sequentially, or it can be, like the 
device shown in Fig. 3, an array of slow- 
er processors, all running in parallel and 
each processing only the data in a por- 
tion of the range window. 

The results of tests performed with the 
Moving Target Detector (MTD), a hard- 
wired predecessor of the equipment pic- 
tured here, have been dramatic. An ex- 
ample is presented in Fig. 4, and equally 
good performance has been observed in 
the presence of radio-frequency inter- 
ference. 

Of particular interest when consid- 
ering the broader implications of such a 
system is the observation that the false 
alarm rate is so low that the entire radar 
output can be reliably transmitted over a 
telephone line, and handover or correla 
tion of tracks among a number of radars 
becomes primarily an exercise in coordi- 
nate conversion. This not only relieves 
the communication load, but it unbur- 
dens the central control system to oper- 
ate at a different level of aggregation; for 
instance, to integrate radar tracking with 
the output of other types of sensor as 
might be required for full battlefield sur- 
veillance. 

The technology involved-highly in- 
tegrated, high-performance digital cir- 
cuitry-has made it possible to carry out 

a massive, real-time data processing task 
that would not have been contemplated 
even a few years ago (13); and it 
has made such processing economical 
enough to associate this capability with 
each sensor, thus taking advantage of 
local contextual factors that, as in the 
example shown, are often the only 
means by which it is possible to extract 
meaningful information from the clutter 
in which it is generally embedded. 

The low cost of digital data processing 
equipment also encourages duplication 
of circuitry for improved reliability and 
eventually, perhaps, completely unat- 
tended operation. The performance of 
the present system, for example, de- 
grades gracefully because each PM pro- 
cesses only a portion of the full range 
window, and the failure of a PM means 
that the full range window continues to 
be processed except for that particular 
portion covered by the failed PM. In 
addition, there is a potential for self- 
repair in the sense that, if a PM is failing 
and this failure is detected by a diagnos- 
tic program running concurrently with 
the real-time processing program, then 
the processing load carried by the failed 
PM could be automatically switched to a 
standby PM. Coupled with evolutionary 
advances in solid-state components, non- 
mechanical switched-array antennas, au- 
tomatic monitoring, and data-remoting 
equipment, such a system could operate 
for months at a time with no on-site 
maintenance or other manning. 

Political and military imperatives will 
continue to push the technology for fast- 
er processors, larger memories, more 
communications, heuristic processing, 
worldwide conferencing, rapid and auto- 
matic translation of languages, and other 
electronic capabilities to ensure reliable, 
informed, and secure control of our mili- 
tary forces. Concurrently, the innovative 
use of the technology can have a signifi- 
cant effect as a "force multiplier" and in 
achieving economy of manpower on the 
battlefield. 

It is expected that the shared interest 
of industry and the public generally will 
make them partners in the development 
of these capabilities; but if history is a 
guide, considerations of national defense 
will continue to provide a major impetus 
for the invention and innovation that is 
necessary to maintain a continuing evolu- 
tion in electronics. 
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