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The sensitivity of operant behavior 
(behavior controlled by its past con- 
sequences) to drugs acting on the central 
nervous system was demonstrated in lab- 
oratory experiments nearly four decades 
ago (1), yet the impetus for the use of 
experimentally controlled operant behav- 
ior as a tool in behavioral pharmacology 
came in the 1950's, when Dews under- 
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took a systematic analysis of the behav- 
ioral effects of drugs, using the proce- 
dures developed by Skinner (2) to study 
operant behavior. Dews performed his 
experiments on food-deprived pigeons 
trained to peck a small plastic disk to 
obtain temporary access to grain (3). A 
microswitch behind the disk was oper- 
ated by each peck, providing an objec- 
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tive measure of pecking responses. Food 
presentation-that is, access to grain- 
was dependent on the pigeons' respond- 
ing and occurred intermittently in accord- 
ance with one or more rules, commonly 
called schedules, which were pro- 
grammed by means of electronic equip- 
ment. Under a fixed-ratio schedule, for 
example, every nth response was imme- 
diately followed by food presentation; 
under a fixed-interval schedule, the first 
response occurring after a fixed time had 
elapsed was followed by food pre- 
sentation. These and other schedules of 
reinforcement maintained characteristic 
patterns of responding that were consis- 
tent and reproducible across sessions and 
subjects, and provided stable baselines 
for studying the effects of drugs (4). 

Initially, reports by Dews and other 
investigators describing the effects of 
drugs on schedule-controlled operant be- 
havior emphasized the role of the sched- 
ule, the distinctive stimuli associated 
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with the schedule, and the nature of the 
consequent event controlling and main- 
taining the behavior as factors determin- 
ing the type of drug effect (5). Subse- 
quently, the hypothesis was proposed 
that response rates (number of responses 
per unit time) observed after the adminis- 
tration of certain drugs were system- 
atically related to response rates in the 
absence of the drugs (6-8). When drug- 
induced changes in response rates were 
plotted as a function of control (nondrug) 
response rates on logarithmic paper, the 
distribution of points often fell along a 
straight line, as in Fig. 1. 

The data comprising Fig. 1 were ob- 
tained with a baboon (Papio anubis) 
trained to press a lever under a 10-min- 
ute fixed-interval schedule of food pre- 
sentation. Performance under nondrug 
conditions was characterized by a period 
of no responding followed by accelera- 
tion of responding to a rate that was 
maintained until food presentation. This 
pattern of positively accelerated respond- 
ing recurred during each of the nine 
fixed-interval schedule components that 
comprised a session. Responding was 
recorded separately during individual 1- 
minute segments of each 10-minute 
fixed-interval schedule component and 
used to compute the mean rate during 
each 1-minute segment. Figure 1 shows 
the effect of intramuscular administra- 
tion of d-amphetamine (0.3 milligram per 
kilogram of body weight) on responding 
during individual 1-minute segments of 
the fixed interval as a function of re- 
sponse rate in the absence of the drug. 
The change in response rate following 
drug administration (drug rate) is ex- 
pressed on the ordinate as a percentage 
of the response rate in the respective 1- 
minute segments during experimental 
sessions when no drugs were adminis- 
tered (control rate). The scale on both 
axes is logarithmic. Data of this type 
have been interpreted as indicating that 
the effect of the drug is dependent on the 
control rate of responding. 

Since its initial formulation by Dews 
(6, 8), the concept of rate dependency 
has enjoyed increasing popularity be- 
cause of its usefulness for characterizing 
the effects of drugs on operant behavior. 
Studies continue to broaden the empiri- 
cal support for the rate-dependency hy- 
pothesis by showing that the effects of a 
variety of drugs under a diversity of con- 
ditions appear to be a function of the 
control rate of responding (9-21). Yet, 
despite the widespread application of 
rate dependency to characterize the be- 
havioral effects of drugs, there has been 
no formal examination of the mathemat- 
ics underlying rate dependency or of con- 
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Fig. 1. Effect of d-amphetamine on respond- 
ing in a baboon. Responding after intra- 
muscular administration of d-amphetamine 
(0.3 mg/kg) expressed as a percentage of the 
control rate (100Rd/Rc) is plotted against the 
mean rate of responding during individual 1- 
minute segments of a 10-minute fixed-interval 
schedule during control (nondrug) sessions. 
The regression line through the points was 
fitted by least squares. The two missing data 
points correspond to 1-minute segments at the 
beginning of the interval during which the 
control rate was zero. 

straints on interpretations of linear re- 
gression lines fit to the data plotted on 
logarithmic paper. In the absence of a 
clear understanding of the mathematical 
rules, there is opportunity for misinter- 
pretation of the meaning of the regres- 
sion lines and erroneous conclusions 
about the determinants of drug effects. 
In this article we briefly examine the 
mathematics relevant to linear regres- 
sion lines on log-log plots and evaluate 
various interpretations that can be made 
of data plotted in this manner. 

Significance of the Slope and y-Intercept 

Data of the type comprising Fig. 1 
have been interpreted as indicating that 
d-amphetamine increases low response 
rates proportionally more than it increas- 
es intermediate rates, while at the same 
time decreasing high rates. Such data are 
said to demonstrate that the drug effects 
are dependent on the control rates of 
responding. This interpretation is usually 
proposed when the distribution of data 
points approximates a straight line, as in 
Fig. 1. Assuming that a straight line best 
fits the data, the relation between per- 
centage changes in response rate (that is, 
changes in the ratio of drug rate to con- 
trol rate) and control rate of responding 
can be expressed as 

log(Rd/Rc) = logk +jlogRc (1) 

where Rd is the rate of responding in the 
presence of a drug (drug rate), R, is the 
rate of responding in the absence of a 

drug (control rate), and k (> 0) andj are 
values selected for best fit for each spe- 
cific subject, procedure, drug, and dose. 

It follows from Eq. 1 that 

o1gRd = logk + ( + I)logRc (2) 

and 

Rd = kRc j + 1 (3) 

Note that while Eq. 3 suggests that the 
drug rate can depend on the control rate, 
the values of k andj determine the pre- 
cise form of the relationship between Rd 
and Rc and thus the extent to which Rd is 
dependent on R. Ifj = 0 then Rd = kRc, 
and Rd is directly proportional to R0. If 
j -1, then Rd = k, and Rd is indepen- 
dent of R.. If j = -2, then Rd = k/R, 
and Rd is inversely proportional to Re. 
One can see that as j -> 0 and k -- 1, 
Rd --- R; that is, the drug effect becomes 
progressively smaller. Moreover, as 
[I + 1I -> 0, R, becomes less important 
as a factor determining Rd. Con- 
sequently, when the ratio Rd/RC is 
plotted against Rc, as in Fig. 1, Re be- 
comes less important in determining Rd 
as the slope of the regression line ap- 
proaches -1. A linear regression line 
with a slope (/) of -1 indicates that Rd, 
the drug rate, is constant and there- 
fore is independent of Rc, the control 
rate. 

The relation between Rd and Rc can be 
unclear when the ratio Rd/Rc is plotted as 
a function of R0, as in Fig. 1; it can be 
made more apparent and less subject to 
misinterpretation by plotting Rd as a 
function of Re. In Fig. 2, seven represen- 
tative curves are plotted with respect to 
four different sets of axes to illustrate 
how the relation between Rd and Re can 
be made more or less clear by the man- 
ner in which the data are plotted. Each of 
the seven curves represents a specific 
relation between Rd and Re. All the 
curves were obtained from Eq. 3 by as- 
signing different values to j and k, as 
indicated in the legend of Fig. 2. Curve a 
represents equality between Rd and Re 
and indicates no effect of the drug; curve 
b represents a constant Rd and indicates 
that Rd is independent of R,; curve c 
indicates that Rd is inversely proportion- 
al to Rc; the other curves represent other 
possible relationships between Rd and 
Re. In Fig. 2, A and B, Rd is plotted as a 
function of Re. However, in Fig. 2A the 
scale on the axes is logarithmic, and in 
Fig. 2B the scale is arithmetic. In Fig. 2, 
C and D, the ratio Rd/Rc is plotted as a 
function of Rc, but in Fig. 2C the scale on 
the axes is logarithmic whereas in Fig. 
2D it is arithmetic. The relation between 
Rd and R, is more clearly indicated by 
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each of the seven curves in Fig. 2, A and 
B, than in Fig. 2, C and D. For example, 
equality between Rd and Re (curve a), 
independence of Rd and Re (curve b), and 
inverse proportionality between Rd and 
Re (curve c) are more readily apparent in 
Fig. 2, A and B. Accordingly, studies of 
the rate-dependent effects of drugs 
would be less subject to misinterpreta- 
tion if the data were plotted with Rd 
rather than the ratio Rd/Re on the ordi- 
nate. 

Constraints Imposed by the Limits of 

Response Rate 

Although the rate-dependency hypoth- 
esis has generated much interest in the 
relation between control rate of respond- 
ing, Re, and the ratio Rd/Re, surprisingly 
little attention has been given to the 
range of values Rd and Re can possibly 
assume. Yet there obviously are limits 
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on the values of these two variables, and 
the limits can, in turn, constrain the rela- 
tion between Rd/Rc and Re. Clearly, Rd 
and Re must be greater than or equal to 
zero since response rates cannot be nega- 
tive. Each must also be less than or equal 
to a value Rm, the maximum response 
rate possible. Presumably, Rm is deter- 
mined by numerous factors, including 
the biological limitations of the orga- 
nism, the characteristics of the recording 
system, the topography of the behavior, 
and the operational definition of the re- 
sponse. It is assumed, for simplicity, that 
Rm is constant for each specific subject 
and procedure (22). 

Because Rd and Rc are values between 
zero and Rm, the value of the ratio RdI/R 
can be no less than zero but it can be 
infinitely large as Re---> 0. Since Rd/ 
Re = 1 (or 100 on a percent scale) when 
there is no change in response rate due to 
drug administration, the maximum de- 
crease in Rd/Re due to drug administra- 
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tion will be from 1 to 0 (or 100 percent) 
regardless of the value of R,. However, 
increases in Rd/Re can be infinitely large 
and dependent on Re. The maximum in- 
crease in Rd/Rc for a particular R, occurs 
when Rd = Rm. Moreover, as Rc increas- 
es from zero to Rm the maximum value of 
Rd/Re, (Rd/R,)max, decreases according 
to the equation (Rd/R,)max = Rm/Rc. 
Thus, increases in Rd/R, can range from 
0 to ?o, depending on the value of Rc/Rm. 
As R, gets smaller and Rc/Rm -- 0, then 
(Rd/R,)max -- oc; that is, the maximum 
possible increase approaches infinity. If 
Rc/Rm = 0.5, then (Rd/R,)max = 2, and 
the maximum possible increase is two- 
fold. IfRc/Rm = 1, then (Rd/Rc)max = 1, 
and there can be no increase. Therefore, 
given that there is an upper limit of re- 
sponse rate (Rm), the maximum propor- 
tional increase in rate has to decrease as 
control rate (Re) increases; hence, the 
magnitude of proportional increments in 
rate necessarily depends on the control 
rate. 

Since the maximum possible increases 
in rate are determined by the value of R, 
and the value of Rm, it is of interest and 
importance to examine precisely how Rm 
can affect the relation between Rd and 
R,. One effect of Rm is apparent if we 
consider the relation between the ratios 
Rd/Rm and Re/Rm. Assuming that Eq. 3 
accurately describes the relation be- 
tween Rd and Re, then from Eq. 3 

Rd/Rm = kRj + 1/Rm 

and 

logRd/Rm = logk + 

(j + 1)logR, - logRm 

Since 

logR, = logRe/Rm + logRm 

then 

logRd/Rm = logk + 

(j+ 1)(logRe/Rm + logRm) - logRm 

and 

logRd/Rm = logkRmj + 

(j + 1)logR,/Rm (4) 

Fig. 2. Theoretical curves illustrating seven representative relationships between control rates 
of responding (Re) and response rate after drug administration (Rd). Similarly labeled curves 
represent the same relation plotted in four different ways. All curves were obtained from the 
equation Rd = kR,' + \, where k andj are constants and k > 0. The unshaded area in each panel 
is the region within which the equations can accurately describe the relation between Re and Rd 
within the restrictions imposed on the possible values of R, and Rd by the assumption of a 
constant maximum possible rate (Rm), such that R -< Rm and Rd < Rm. Here Rm was assumed 
to have a value of 10. The values of the constants k andj for each curve and the range of values 
of R, for which each curve can accurately describe the relation between R, and Rd (assuming 
Rm = 10) are: (a) k = 1.0, j = 0, 0 < R, 10; (b) k = 10,j = -1.0, 0 < R -< 10; (c) k = 30, 
j= -2.0, 3.0 < R,- 10; (d) k = 0.5, j = 1.0, 0 - R, <4.472; (e) k = 6, j= -0.3, 
0 -< R, 2.074; (f) k = 2.5,j = -0.5, 0 < R -< 10; and (g) k = 0.2, j = 0.5, 0 - R, I 10. 
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Equation 4 describes a line with a 
slope equal to (j + 1) and a y-intercept 
determined by the value of Rm. There- 
fore, if the administration of a drug 
across subjects or procedures (for which 
Rm may differ) results in linear relation- 
ships between logRd and logR, (Eq. 2) 
with different y-intercepts (k) but similar 
slopes (' + 1), it would be possible to 
plot logRd/Rm as a function of logRe/Rm 
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(Eq. 4) and find a common regression 
line. Conversely, similar relations be- 
tweenRd andRc across subjects or proce- 
dures may appear less similar if Rm is 
taken into account. Hence, knowledge of 
the value of Rm is necessary to compare 
linear regression lines obtained for differ- 
ent subjects or across different proce- 
dures. 

The role of Rm discussed above is pred- 
icated on the assumption that Eq. 3 pro- 
vides a good description of the data; that 
is, the distribution of data points on a 
log-log plot conforms to a straight line. A 
more important effect of Rm, however, is 
that it can restrict the range of values of 
Rc for which Eq. 3 can, in fact, be an 
accurate model of the relation between 
Rd and Re. The unshaded areas in Fig. 2 
denote the range of values Rd (Fig. 2, A 
and B) or Rd/Rc (Fig. 2, C and D) can 
assume as a function of Rc when Rm is 
10. The seven curves in each panel were 
obtained from Eq. 3 with values of k and 
j as specified in the legend to Fig. 2. In 
each panel, curve b represents a constant 
Rd that is equal to Rm, and therefore 
curve b represents the maximum possible 
rate or maximum rate increase. Another 
boundary of the unshaded area is the point 
along the abscissa where Rc is equal to 
Rm. Each curve can accurately describe 
a relation between Rd and Rc (or Rd/Rc 
and Re) only over the range of values of 
Rc corresponding to the portion of the 
curve within the unshaded area of the 
panel. Thus, curves a, b, f, and g can 
describe the relation between Rd and Rc 
over all possible values of R,; that is, 
0 - Re < 10. On the other hand, the val- 
ue of Rc at which curves c, d, and e 
intersect curve b (that is, the curve repre- 
senting Rd = Rm) limits the range of val- 
ues of Rc over which those curves can 
accurately represent the data. 

The range of values of Rc for which 
Eq. 3 will be an accurate model of the 
empirical relation between Rd and Rc 
depends on the values ofj, k, and Rm, 
and can easily be determined. Since 
Rd - Rm, then from Eq. 3 

Rm ~ kRcj + 1 

and 

Rc < (Rm/k) 1( + 1) 

Multiplying and dividing the right sides 
of the inequalities by Rm we have 

R, - [Rm-j(j + "'Rm]/k 1/(j + 1) 

or 

Rc - (kRmj)- 1/( + 1)Rm 
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Therefore, Eq. 3 will accurately describe 
the relation between Rd and Re only for 
values of Rc for which inequality 5 holds; 
that is, 

for all Re 

if k < Rm-j and j -1 

for no Rc 

if k Rm-jandj - -1 

for Re - (Rm/k) l(j + 1) 

if k > Rm-j and j > -1 

for Rc > (Rm/k)1/(j 1) 

if k < Rm- and j < -1 

The range of values of Rc for which each 
curve in Fig. 2 could describe a specific 
relation between Rd and Rc was calcu- 
lated by applying inequality 5 and is giv- 
en in the legend. 

The importance of Rm as a factor af- 
fecting the relation between R(1 and R, 
can be further emphasized by in- 
troducing it as a term in Eq. 3. Thus, if A 
is the antilogarithm of the y-intercept in 
Eq. 4, then A kRmi and k = AR-j. 

Substituting for k in Eq. 3 we have 

R, = ARm-iRe+ (6) 

where A (> 0) and j are values selected 
for best fit for each specific subject, pro- 
cedure, drug, and dose; Rm is a constant 
for each specific subject and procedure; 
and 0 - (Rd, RC.) Rm. 

Discussion 

The foregoing analysis (i) emphasizes 
the importance of the slope and the y- 
intercept, as well as the maximum pos- 
sible response rate, in the interpretation 
of linear regression lines fitted to data 
points representing proportional changes 
in response rate (Rd/Rc) as a function of 
control response rate (Re) on logarithmic 
axes (Fig. 1), and (ii) reveals the limita- 
tions of the model of rate dependency 
that is based on the assumption that lin- 
ear regression lines provide best fits to 
such data. Data of the type shown in Fig. 
1 have often been proposed as evidence 
that the behavioral effects of a variety of 
psychoactive drugs depend on the rate of 
responding in the absence of the drug. 
Although it is generally acknowledged 
that the slope and y-intercept of straight 
lines fitted to such data are important 

features of the data, their significance 
has seldom been discussed. In the few 
papers where we found allusion to the 
meaning of specific values of slope and y- 
intercept, the interpretations offered 
were incorrect. For example, it has been 
suggested that in plots of Rd/RC as a 
function of Re a linear regression line 
with slope (') of 0 and y-intercept (k) 
other than 1 indicates that the effects of a 
drug are independent of control rate, and 
that a linear regression line with a slope 
of -1 indicates that the effects of the 
drug are inversely proportional to the 
control rate (10, 11). Our analysis demon- 
strates, however, that a linear regres- 
sion line with a slope of 0 indicates no 
effect of a drug if the y-intercept is 1 
(Rd = Re) and indicates proportionality 
between drug rate and control rate if the 
y-intercept is other than 1 (R( = kR.). 
Similarly, our analysis shows that a re- 
gression line with a slope of -1 indicates 
that the effect of the drug is independent 
of control rate (Rd = k), and that a slope 
of -2 would be required to indicate in- 
verse proportionality. In general, as 
j - 0 and k -- 1, the drug effect be- 
comes smaller (Rd -- Rc); as Ij + 1I - 0, 
the value of Re becomes less important 
as a factor determining the value ofRd. A 
linear regression line of good fit with a 
slope of - 1 indicates that Rd is constant 
and therefore independent of Re. Consis- 
tent with this present analysis, a recent 
report showed that if drug rate is con- 
stant, a linear regression line with slope 
-1 necessarily describes the relationship 
between percentage change in response 
rate (100ORd/R,) and the control rate (Rc) 
when plotted on logarithmic paper (23). 

A cursory examination of publications 
reporting rate-dependent effects of drugs 
reveals that the slopes of regression lines 
fitted to logarithmic plots of drug data 
are seldom more negative than -1 and 
seldom positive, and that the slopes of 
many of the regression lines are close to 
-1 (10-14, 16-21). Published data also 
suggest that when the slope is close to 
0, the y-intercept is usually close to 1, 
indicating that the effect of the drug is 
small. Generally, as the dose and effect 
of the drug increase, the slope of the 
regression line becomes more negative 
and approaches -1. According to our 
analysis, this indicates that as drug dose 
increases, rate of responding becomes 
more and more constant. Eventually, of 
course, a dose is reached that suppresses 
or disrupts responding. Therefore, many 
of the data interpreted as demonstrating 
rate-dependent drug effects can also be 
interpreted as indicating that drugs cause 
responding to approach a more constant 
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rate or level. The constant rate ap- 
proached will depend on the drug, dose, 
subject, procedure, and maximum pos- 
sible rate (Rm). 

Interpretations of regression lines re- 
sulting in misunderstanding of the rela- 
tion between Rc and Rd have presumably 
derived from the traditional use of the 
ratio Rd/Rc as the dependent variable. 
The value of Rd/Rc is obviously depen- 
dent on the value of Re, since R, is the 
denominator of the fraction. Whether or 
not Rd varies as a function of Re, the 
value of Rd/Rc will always depend on the 
value of Re. For example, when Rd is 
constant, as in curve b of Fig. 2, the 
value of Rd/Rc will change as a function 
of R,. Therefore, in the absence of an 
explicit rationale for the use of Rd/Rc as 
the dependent variable, we believe that a 
clearer and more revealing way to dis- 
play the dependence of response rate 
after drug on control rate of responding 
is to plot Rd as a function of R, (24). 

The present analysis also specifies 
how the existence of an upper limit of 
response rate (Rm) can constrain the pos- 
sible form of the relation between R, and 
Rd. Thus, in order to appropriately inter- 
pret data relating Rd and Re, it is essen- 
tial to know the value of Rm. If Rm is not 
known, for example, it is inappropriate 
to compare drug effects among different 
subjects or procedures for which Rm may 
be a confounding factor. Moreover, 
knowing the value of Rm is of importance 
not only when analyzing data in terms of 
possible rate-dependent effects, but also 
when performing other types of analy- 
ses, such as the effects of drugs on mean 
response rates. 

Heretofore, maximum response rate 
has not been generally recognized as an 
important parameter that can limit or 
determine changes in performance fol- 
lowing drug administration. Presumably 
because of this, no study has been con- 
ducted in which the value of Rm is either 
measured or controlled. Such studies 
will be required to assess more precisely 
the importance of Rm in determining drug 
effects. We believe that this will become 
an important area for research, and one 
which can provide answers to many 
questions about the behavioral effects of 
drugs. Of course, some answers may be 
provided by a retrospective examination 
of existing data. It is possible, for ex- 

ample, that occasional systematic devia- 
tions of data points from linear regres- 
sion lines reflect attainment of the maxi- 
mum rate. An appropriate analysis of 
such data may provide estimates of the 
value of Rm, which may then be used to 
reanalyze the effects of other drugs in 
the same subject. We must bear in mind, 
however, that Rm is presumed to be con- 
stant for each subject under a given set 
of specifiable conditions. Therefore, 
while the values ofj and A in Eq. 6 are 
chosen for best fit of the equation to the 
data, the value of Rm should be deter- 
mined from data other than those being 
fitted. Also, instead of deriving the value 
of Rm from the data in accordance with 
the assumptions of the model, it is prefer- 
able to measure Rm more directly. Thus, 
we believe that the retrospective ap- 
proach will be less fruitful than the devel- 
opment of procedures for the experimen- 
tal control and prospective analysis of 
Rm. 

Much of the foregoing analysis is 
based on the assumption that a straight 
line provides a good fit to drug data 
displayed on log-log plots of RdI/R as a 
function of Re (Fig. 1), and therefore on 
the assumption that Eq. 3 satisfactorily 
describes the relationship between Rd 
and R,. We have not attempted to criti- 
cally evaluate the empirical support for 
Eq. 3, but to correct erroneous inter- 
pretations that have apparently been 
made on the basis of that model, and also 
to describe some of the logical implica- 
tions and limitations of the model. As 
previously noted, there are published 
data that have been generally accepted 
as supporting the rate-dependency hy- 
pothesis. However, in view of our analy- 
sis, Eq. 3 (or Eq. 6) can be said to 
provide an accurate and parsimonious 
account of drug effects only if it is shown 
that with values ofj significantly differ- 
ent from -1, the equation provides a 
statistically "good" description of the 
data. While there is evidence that this 
may be true, it has not been demon- 
strated conclusively. Whether Eq. 3 is a 
good model of the relation between Rd 
and Re and whether Rm proves to be 
constant will determine the usefulness of 
this analysis. Although it could be ar- 
gued that Rm is not constant over the 
period of observation, whereas our anal- 
ysis assumes it is, the existence of a 

maximum rate can hardly be doubted. 
We believe that whatever the form of the 
relation between Rd and Rc, Rm will be an 
important factor in the equation. Further- 
more, it is likely that Rm is also an impor- 
tant factor determining the effects of oth- 
er (nondrug) independent variables on 
response rate. 
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