
sponses (14). The areas dorsal or ventral 
to area AI are the nonprimary auditory 
areas, where the response latency was 
usually longer than in AI (6 to 10 msec), 
and the response was not necessarily as 
strong as in AI. In the part of AI in- 
dicated as zone c in Fig. 2B, there is a 
clear tendency for high-frequency-sensi- 
tive neurons to be located anteriorly and 
low-frequency-sensitive ones to be lo- 
cated posteriorly, exactly as in the AI of 
other mammals. However, in three re- 
spects this tonotopic representation is 
quite unique in the mid-frequency range. 
(i) Neurons tuned between 50 and 60 khz 
or between 64 and 79 khz were not found 
along this anteroposterior axis, that is, 
neurons concerned with main com- 
ponents in the FM signals are not on the 
main tonotopic axis. (ii) The areas con- 
cerned with the CF components in the 
orientation sounds and Doppler-shifted 
echoes occupy most of the auditory cor- 
tex. In particular, the 61- to 63-khz sensi- 
tive area is represented with consid- 
erable magnification. (iii) The 60.5- to 63- 
khz sensitive area is concentrically orga- 
nized. These three significant points are 
shown by the distribution of best fre- 
quencies in a narrow strip along the an- 
teroposterior axis of area AI (Fig. 2, A 
and C). There is a tendency for a pro- 
gressive change in best frequency be- 
tween 80 and 100 khz in the area lying 
anterior to the 60.5- to 63.0-khz area 
(dashed lines in Fig. 2B). But areas con- 
cerned with 50 to 60 khz and 64 to 79 khz 
were not on the anteroposterior axis. 
The area concerned with 64 to 79 khz 
was obscure in area AI, but the area 
processing 50- to 60-khz sounds is large 
and is located in the anterodorsal part of 
the AI. Thus, the area processing the FM 
component in the predominant harmonic 
is isolated from the others and appears to 
be specialized. The tonotopic representa- 
tion in this area appears to be orderly. In- 
dependent processing of the FM com- 
ponent is essential. Otherwise, the infor- 
mation carried by the FM component 
would be disturbed by the over- 
whelmingly intense CF component. 

In the nonprimary auditory cortex, the 
tonotopic representation is not easily de- 
fined. Neurons sensitive to 20 to 70 khz 
are found on both sides of the AI. How- 
ever, most of the ventral nonprimary 
auditory cortex is devoted to 50- to 63- 
khz sounds, and neurons tuned above 70 
khz were not found in this area. The dor- 
sal nonprimary auditory cortex contains 
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triguing feature-that is, multiunit activi- 
ty often showed multiple peaks in sensi- 
tivity, and these peaks were roughly 
harmonically related in most cases (15). 

As is described above, the auditory 
cortex of the mustache bat shows a high- 
ly disproportionate frequency represen- 
tation. Since squeaks, which may be 
termed "distress calls," are broadband 
noise (Fig. 1C) and since other com- 
munication sounds also differ from the 
orientation sound, the disproportionate 
frequency representation is due to the 
specialization of the auditory system for 
processing the stereotyped species-spe- 
cific echolocation signals (16). As one 
would expect, afferent fibers innervating 
cochlear hair cells show some regional 
variations in innervation density (17). 
Within an area on the basilar membrane 
between 5.5 and 7.0 mm from the round 
window, the densities of sensory hair 
cells and dendrites of primary auditory 
neurons are higher than those at other 
areas, while these densities are lower 
between 3.8 and 5.0 mm from the round 
window (13). We suspect that the high- 
density area is tuned at 60.5- to 63.0- 
khz sounds and the low-density one 
is for the reception of 64- to 79-khz 
sounds. The general rule, that the dis- 
proportionate cortical representation re- 
flects a corresponding distribution of sen- 
sory cells or peripheral nerve fibers (or 
both), is therefore also applicable to the 
auditory system of the mustache bat. 
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Ruderman et al. (1) have proposed a We would like to point out two fatal de- 
specific stratospheric negative-ion reac- fects to this hypothesis: (i) on the basis 
tion scheme to account for an observed of known laboratory ion chemistry, un- 
11-year variation in the total O0 concen- hydrated NO:- will not be a significant 
tration at high latitudes and especially at ion in the stratosphere, and (ii) we find 
high altitudes. Their mechanism hinges the rate constant for reaction 1 to be less 
on the reaction (2) than 10-1:1 cm3 molecule-1 sec-1, which is 

too low a value for the reaction to have a 
NO3- + 03 -* NO2- + 202 + 0.35 ev (1) significant role. 

SCIENCE, VOL. 194 

Ruderman et al. (1) have proposed a We would like to point out two fatal de- 
specific stratospheric negative-ion reac- fects to this hypothesis: (i) on the basis 
tion scheme to account for an observed of known laboratory ion chemistry, un- 
11-year variation in the total O0 concen- hydrated NO:- will not be a significant 
tration at high latitudes and especially at ion in the stratosphere, and (ii) we find 
high altitudes. Their mechanism hinges the rate constant for reaction 1 to be less 
on the reaction (2) than 10-1:1 cm3 molecule-1 sec-1, which is 

too low a value for the reaction to have a 
NO3- + 03 -* NO2- + 202 + 0.35 ev (1) significant role. 

SCIENCE, VOL. 194 



With regard to the first point, it is quite 
clear that the ambient ions in the strato- 
sphere will be extensively hydrated (3). 
This follows readily from the use of 
known laboratory three-body associa- 
tion rate constants (4), which lead to 
hydration times of the order of 10-:3 sec- 
ond for NO,- ions at an altitude of 20 
km, for example. The hydration reac- 
tions will be so rapid in the stratosphere 
that one can almost assume a thermody- 
namic distribution of cluster ions. We es- 
timate that less than 1 percent of NO,- 
ions would be unhydrated at 20 km, 
based on available thermodynamic data 
on the clustering of HO2 to NO:- (5). 
This is consistent with the observation 
(6) that the terminal NO:D- ions are hy- 
drated extensively at much higher alti- 
tudes (73 to 90 km), where both the total 
pressure and the water concentrations 
are much less, so that hydration would 
be much slower than in the stratosphere. 
Ruderman et al. noted the probability 
that the longer-lived ions would be 
hydrated, but assumed that rate co- 
efficients would not be affected by the 
hydration. However, since the addition 
of the first water molecule to NOj,- ren- 
ders reaction 1 endothermic, it necessari- 
ly kills any reactivity (2). It is quite pos- 
sible that hydration at early stages of the 
negative-ion reaction sequence will pre- 
vent formation of NO:-, but we do not 
need to evoke that prospect for the pres- 
ent purpose. It is also possible that as 
yet unrecognized chemical processes cir- 
cumvent the production of NO:,- as a ter- 
minal ion in the stratosphere; however 
this could only further diminish the role 
of reaction 1. 

In regard to the second point, we have 
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In regard to the second point, we have 

examined reaction 1 in our laboratory by 
using the NOAA (National Oceanic and 
Atmospheric Administration) flowing af- 

terglow system, which has been exten- 
sively applied to atmospheric negative- 
ion reactions (7). We find k, < 10-13 
cm3 molecule-1 sec-~ to be a con- 
servative upper limit for this rate con- 
stant at 300?K. This makes reaction 1 in- 
sufficient for the proposed 0:3 removal, 
even if NO;- were a major stratospheric 
ion reactions (7). We find k1 < 10-13 
man et al., which required a value of k, 
at least as large as 10-12 cm: molecule-1 
sec-l (). 

These considerations clearly eliminate 
the specific reaction mechanism pro- 
posed by Ruderman et al. (1). 
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E. E. FERGUSON 
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Creese et al. (1) have convincingly 
demonstrated that the relative affinities 
of an extensive series of butyrophe- 
nones, phenothiazines, thioxanthenes, 
and other dopamine antagonists in com- 
peting with [3H]haloperidol binding to 
the dopamine receptor of calf striatal 
membranes predict their clinical po- 
tencies in psychiatric patients as well as 
pharmacological properties in animal be- 
havioral tests. Their conclusions are 
based on a correlation coefficient of .87 
relating the inhibition constant Ki, the 
concentration that produces 50 percent 
receptor occupation, for each drug, to 
"average clinical dose." 

We would like to point out several 
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Ki by the formula given in their table 1 
does not take into account the fact that 
most of the neuroleptics are highly ab- 
sorbed, each having a different tissue 
solubility (2). The formula only holds if 
the unbound drug concentration is used; 
thus it is better to report only the experi- 
mental 50 percent inhibitory concentra- 
tion (IC50). The authors' sources for aver- 
age clinical doses are general review arti- 
cles [see (1)] and they used the averages 
of midpoint values of listed ranges of 
daily dose from these sources. Only 8 of 
the 22 drugs for which the average clini- 
cal daily dose is provided are in ap- 
proved clinical use in the United States. 
Most of the rest have had limited general 
use abroad and limited, if any, clinical 
testing in the United States. Because of 
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the frequently demonstrated enormous 
interindividual differences in the pharma- 
cokinetics of antipsychotic drugs, it is 
difficult to make meaningful comparisons 
between drugs across groups unless the 
groups are very large. A small group of 
studies may produce conflicting and mis- 
leading results. Thus, there may be sig- 
nificant problems with the dosages for 
two of the drugs included in the study by 
Creese et al. 

The sources consulted by Creese et al. 
indicated that clozapine is clinically half 
as potent as chlorpromazine (I) and that 
the average clinical dose of chlorproma- 
zine is 12 ,umole kg-' day-' (260 mg/day 
for a 70-kg human), a figure I believe 
most clinicians would agree is too low. 
For example, Klein and Davis (3) in- 
dicate that the average daily dose of 
chlorpromazine is 692 mg. I checked 
three clinical studies of clozapine which 
permit an assessment of the average dai- 
ly dose; comparing this with an average 
dose of chlorpromazine of 260 mg/day, 
the estimated potency of clozapine is 0.6 
to 1.25 times the potency of chlorproma- 
zine (4). If 692 mg/day is taken as the 
average dose of chlorpromazine, cloza- 
pine is 2.3 to 4.2 times as potent as 
chlorpromazine. The available data for 
(+)-butaclamol are also suspect since in 
most of the limited clinical trials of this 
drug mixtures of the inactive stereo- 
isomer with the active compound have 
been used (5). The average clinical dose 
utilized by Creese et al. for (+)-butacla- 
mol is markedly greater than that consist- 
ent with the regression equation derived 
from their data. Despite the problems 
with clozapine and (+)-butaclamol, the 
Spearman rank-order correlation coeffi- 
cients for the 8 drugs in general use and 
the 14 other drugs are virtually identical: 
.863 and .837, respectively. Thus it is 
reasonable to conclude that the average 
clinical dose for at least 12 of the 14 less 
used drugs are in correct relationship to 
each other. 

The work of Creese et al. as well as of 
others (6) strongly supports the role of 
dopamine blockade in the antipsychotic 
action of the majority of neuroleptic 
drugs. However, their work leaves un- 
settled the mechanism of action of cloza- 
pine, which is a weak receptor blocker in 
their in vitro system (in the 100 nM 
range) and a weak dopamine receptor 
blocker in vivo (7). On the other hand, 
Seeman et al. (8) found that clozapine 
can block haloperidol binding in the 
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others (6) strongly supports the role of 
dopamine blockade in the antipsychotic 
action of the majority of neuroleptic 
drugs. However, their work leaves un- 
settled the mechanism of action of cloza- 
pine, which is a weak receptor blocker in 
their in vitro system (in the 100 nM 
range) and a weak dopamine receptor 
blocker in vivo (7). On the other hand, 
Seeman et al. (8) found that clozapine 
can block haloperidol binding in the 
range 10 to 20 nM. Other evidence 
points to an effect of clozapine as an 
inhibitor of dopamine release (9). 

Finally, I would like to question the 
desirability of using the method of 
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