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fusion of roles at the national level, and does it 
have similar negative effects? Apparently it can, 
and does. For example, in Polsby's review of 
Boffey's book, Polsby (7, p. 666) states: "Boffey 
notes. in criticizing a National Academy of Engi- 
neering committee on pollution abatement, that 
it was no more qualified than any other group of 
citizens to judge what should be 'wise' public 
policy." (In this instance, Boffey argues that 
scientists overstepped their bounds and should 
have confined their role to presenting the facts.) 
"Sound doctrine," observes Polsby, "and yet 
Boffey criticizes another of the Academy's com- 
mittees for taking on an assignment pertinent to 
a naval communications project that did not 
include evaluating its 'desirability,' and for not 
venturing to raise 'questions as to the basic 
worth' of the space shuttle program." (In this 
instance, Boffey argues that scientists failed to 
help form social policy and thus failed in their 
responsibility to the public.) Thus, concludes 
Polsby, "the Academy is damned if it does 
pronounce on the overall wisdom of public poli- 
cies, and damned if it doesn't." 
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would be incapacitated and rendered incapable 
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out of 100 would be stopped by a given bullet. 
(ii) Severity of injury: the probability that a man, 
as described above, shot in the torso would die 
within 2 weeks of being shot. (iii) Threat to 
bystanders: penetration was defined as the prob- 
ability that a bullet would pose a hazard to 
others after passing through a person shot in the 
torso at a distance of 21 feet. Ricochet was 
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At Dartmouth College about half of 
the courses that use computer programs 
are in the social sciences or the humani- 
ties. Such use requires that under- 

graduate computing be discussed in a 
context broader than the sciences alone. 

Writing and using a computer program 
has become a general skill capable of wide 

application in a liberal arts education. 
Last year's course computing involved 

one-quarter of the faculty and three- 

quarters of the students. 
This widespread activity is the result 

of three fundamental factors. First, Dart- 
mouth's convenient computer system al- 
lows a student to learn to write a comput- 
er program in a few hours. Second, the 
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system, like the library, is open to the 
whole campus. Third, the system has 
been supplying these services to the cam- 
pus for 10 years. The purpose of this 
article is twofold: to provide evidence 
from Dartmouth College that when such 
a computer system is made widely avail- 
able it will be widely used, and to suggest 
that learning to write a computer pro- 
gram must now be considered part of 

becoming a liberally educated person. 
The subject is a timely one for several 

reasons. Recent data at Dartmouth sug- 
gest that computing will mature after a 

period of growth. This mature use pro- 
vides several measures against which a 

college or university new to educational 
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computing can gauge its own growth. 
Also, computing at Dartmouth grew up 
largely before the fragmenting forces of 
minicomputers and access to national 
networks increased the difficulty of col- 
lecting data on equipment use (1). There- 
fore, the records of the central computer 
at Dartmouth provide a good estimate of 
the campus computing activity, past and 
present, and yield a more precise picture 
than that possible on many campuses. 

In the discussion that follows, data on 
the maturing use of computing in instruc- 
tion lead to a quantitative picture of what 
computing means to the faculty member 
and to the student. The results of a re- 
cent series of interviews with instructors 
who use computer programs in their 
courses support the quantitative descrip- 
tion of use and suggest that the ability to 
write a computer program is essential for 
the science student and extremely conve- 
nient for the social science student. The 
data show that students at Dartmouth 

frequently encounter the use of comput- 
er programs in their studies and that the 

ability to write a program is a skill they 
are likely to acquire. Finally, the dis- 
cussion concludes with the suggestion 
that the appropriate term to describe the 

spread of this skill is the computing liter- 

acy rate. 

computing can gauge its own growth. 
Also, computing at Dartmouth grew up 
largely before the fragmenting forces of 
minicomputers and access to national 
networks increased the difficulty of col- 
lecting data on equipment use (1). There- 
fore, the records of the central computer 
at Dartmouth provide a good estimate of 
the campus computing activity, past and 
present, and yield a more precise picture 
than that possible on many campuses. 

In the discussion that follows, data on 
the maturing use of computing in instruc- 
tion lead to a quantitative picture of what 
computing means to the faculty member 
and to the student. The results of a re- 
cent series of interviews with instructors 
who use computer programs in their 
courses support the quantitative descrip- 
tion of use and suggest that the ability to 
write a computer program is essential for 
the science student and extremely conve- 
nient for the social science student. The 
data show that students at Dartmouth 

frequently encounter the use of comput- 
er programs in their studies and that the 

ability to write a program is a skill they 
are likely to acquire. Finally, the dis- 
cussion concludes with the suggestion 
that the appropriate term to describe the 

spread of this skill is the computing liter- 

acy rate. 

The author was manager of Project CONDUIT, 
Kiewit Computation Center, Dartmouth College, 
Hanover, New Hampshire, and is now a consultant 
on academic computing strategies; his address is 3 
Spruce Street, Boston, Massachusetts 02108. 

SCIENCE, VOL. 194 

The author was manager of Project CONDUIT, 
Kiewit Computation Center, Dartmouth College, 
Hanover, New Hampshire, and is now a consultant 
on academic computing strategies; his address is 3 
Spruce Street, Boston, Massachusetts 02108. 

SCIENCE, VOL. 194 

Computing in the Liberal Arts 

College 
At Dartmouth, writing a computer program is part 

of becoming a liberally educated person. 

John M. Nevison 

Computing in the Liberal Arts 

College 
At Dartmouth, writing a computer program is part 

of becoming a liberally educated person. 

John M. Nevison 



Background 

For the past 10 years Dartmouth Col- 
lege has provided students and faculty 
with what the President's Science Advi- 
sory Committee described as "ade- 
quate" computing in its 1967 report Com- 
puters in Higher Education, also known 
as the Pierce report (2). Adequacy in this 
report involved four criteria: ease of use, 
reliability, fast response, and satisfac- 
tory consulting support (2). Dartmouth 
began in 1964 with a system that featured 
good diagnostic messages and an easy- 
to-learn language, Basic. The service 
was reliable. In the past 2 years more 
than 98 percent of the scheduled 7 a.m. 
to 2 a.m. day was available for use (3). 
The system had a fast turnaround time. 
On an interactive time-sharing system 
one rarely waits more than a few seconds 
to see results. Through a newsletter, a 
small number of consultants, and short 
training courses, the computation center 
provided consultation and instruction to 
the campus. To the Pierce report's defini- 
tion of adequate the Dartmouth system 
added a fifth criterion, free access. Stu- 
dents and faculty have used the comput- 
er as they have used the library-without 
financial inhibition. Details on the devel- 
opment of the original system and a dis- 
cussion of the free-access policy and its 
implications have appeared (4, 5). 

During the year from summer 1974 
through spring 1975, the computing ma- 
chinery consisted of two Honeywell 635 
central processing units, 262,144 36-bit 
words of magnetic core memory, 400 
million bytes of disk storage, and two 
communication computers. This is a 
large computer system similar to others 
in use in higher education around the 
country (5). It supports heavy use in 
research, development, administration, 
and graduate schools. Only 20 percent of 
the resources were used in the instruc- 
tional computing discussed here (6). The 
equipment differs from that in many oth- 
er systems because it is easily available 
to students. Last year, computing power 
was available to campus users through 
350 terminals that could connect to 270 
ports. The campus was saturated with 
terminals. 

Figure 1 shows that the resultant in- 
structional use was broad. The comput- 
ing equipment was used in courses in- 
volving one-quarter of the faculty and 
three-quarters of the students. The data 
presented in Fig. 1 were gathered from 
"left to right." The teaching faculty was 
surveyed to discover who had any expe- 
rience with computing and who had 
taught a course that made use of comput- 
ing within the year. Each of the 97 in- 
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strmctors who had used some computing 
was interviewed. A list was compiled of 
the courses in which computer programs 
were used and checked against student 
records to find the 2738 individuals who 
had taken the courses. The names of 
these students were also checked against 
computer billing records, and an addi- 
tional 550 computer users who were not 
in these courses were found. The classes 
of 1975 through 1978 comprised 3763 
students (7). 

Maturing Use 

The growth of computing among the 
students and faculty at Dartmouth has 
been organic. It has proceeded at an 
unhurried pace where students and facul- 
ty learn to program largely on their own. 
The use has been encouraged by a two- 
lecture introduction given to all students 
in elementary mathematics courses. 
These lectures were optional and oc- 
curred outside regularly scheduled 
classes. The mathematics courses re- 
quired that students complete four com- 

puter programs and turn in successful 
runs to their instructor. This modest ef- 
fort of two lectures and four programs 
constitutes most students' formal in- 
troduction to programming at Dartmouth 
College (2, p. 76). The faculty was en- 
couraged to attend the regular lectures 
given each term by the computation cen- 
ter staff, but was offered no special pro- 
gram of its own. Over the years the 
student and faculty use has grown as the 
result of needs arising from normal aca- 
demic pursuits (8). 

When this unpressured, organic 
growth slows, it indicates a maturing use 
of computing. Figure 2 shows how the 
percentage of undergraduates using the 
computer has leveled off at 80 percent a 
year. Additional evidence suggests that 
this leveling represents real stability. 
The breakdown of the 80 percent by 
class is: freshman, 93; sophomore, 79; 
junior, 76; and senior, 69 percent. These 
figures are substantially the same as a 
similar set compiled in the fall of 1972: 
freshman, 91; sophomore, 79; junior, 78; 
and senior, 71 percent (9). So, in addition 
to a stable gross percentage use, the 

Facu Ity Undergraduates 
399 3763 

Breadth of computing at Dartmouth College 1974-1975 

Fig. 1. One-quarter of the faculty and three-quarters of the students were in courses where 
computing was used in the last year (horizontal shading). Other faculty members have had 
experience with computing (dotted area). Other students have also used the computer during 
the year (vertical shading). The teaching faculty numbered 399 for the year summer 1974 to 
spring 1975; the classes of 1975 through 1978 numbered 3763. 
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Fig. 2 (left). Undergraduate use has leveled off at 80 percent of the student body. Growth of 
computing from 1967 to 1975 shows that the proportion of the undergraduates using the 
computer has been relatively constant for the last 4 years. Fig. 3 (right). Age does not 
influence computing use. The age distribution of the surveyed faculty (double box) is similar to 
that of three classes of computer users: those who have written programs, those who have used 
computing in their research, and those who used computing in courses during the academic year 
1974-1975. The five numbers associated with each figure represent (left to right) the low value, 
the low quartile, the median, the high quartile, and the high value of each group. The middle half 
of each distribution is enclosed in the box whose area is proportionate to number of individuals 
enclosed. Missing age data excluded from the samples (from top to bottom): 19, 6, 8, and 2 
persons. 
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Table 1. Dartmouth faculty computing experience. Out of the faculty's research computing and 
past experience writing computer programs grow course applications for the academic year 
1974-1975. The faculty computing literacy rate is 45 percent. Computing is important to both 
the science and the social science faculty and of some interest to those in the humanities. The 
"yes" responses represented in the last three columns were to the questions: "Have you ever 
written a computer program?," "Do you use computing in your research?," and "Did you use 
computing in any of the courses you taught in the last year?" 

Surveyed Wrote a Used in Course use, 
Group faculty program research 1974-1975 

(No.) (%) (%) (%) 

Humanities 127 12 12 9 
Social sciences 99 48 57 30 
Sciences 106 80 70 53 

College 332 45 44 29 
(No response) (67) 
(Total faculty) (399) 

class breakdown of this use has also 
remained the same for several years. 
Student use has matured. 

Computer records do not provide a 
clear history of faculty use that may be 

compared from year to year. However, 
the recent survey of the faculty provides 
a different and quite unexpected argu- 
ment for the maturity of their use. Com- 

puting in instruction, like many in- 
novations, began among the younger fac- 
ulty. They first encountered it during 
their graduate work and became the first 
to employ it in their teaching. The au- 
thors of the Pierce report acknowledged 
this, but went on to say (2, p. 38): "It has 
been pointed out that a relatively short 
interval of intense training can prepare a 
faculty member to make effective use of 

Class computing use 1974-1975 

Key: 
On computer 

In9 course 

93% 
_91% 

the computer, and it is clear that many 
faculty members from all age groups 
will-and should-want to become con- 
versant with the computer." So, when 
age no longer plays any role in determin- 
ing who among the faculty uses comput- 
ing, that faculty would be well on the 
way to a mature appreciation of these 
new techniques. 

Figure 3 compares the age distribution 
of the whole faculty at Dartmouth to the 
age distributions of three kinds of 
users-those who have written a comput- 
er program, those who have used com- 
puting in research, and those who have 
used computing in the courses they 
taught in the last year. In all three cases 
there is no significant difference in the 
age distribution (10). Age no longer plays 

Number of courses using computing taken by 
3763 students 1974-1975 

Freshman Sophomore Junior Senior 
(1037) (1009) (934) (783) 

Fig. 4 (left). Students use computing through all 4 years of college. Both the portion of the class 
that signs on the computer (plain bar) and the portion that enrolls in courses where computing is 
used (shaded bar) exceed 60 percent for all classes. Freshmen use reflects the high enrollment in 
elementary mathematics courses, where computer work is a course requirement. Extracurricu- 
lar computing is reflected in the dominance of those on computer over those in courses. The 
actual number of students in each class is enclosed in parentheses. Fig. 5 (right). Computing 
goes deep into students' courses. Half of the students enrolled in one or two courses which used 
computing during the last year. Almost one-quarter enrolled in three or more. While students 
could take as many as 12 courses in the 4-term year, most take 9. Two students enrolled in 8 
courses where computer programs were used. This figure represents the experience of only one 
of a student's 4 years of college. 
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any role in determining who on the Dart- 
mouth faculty uses computing. Faculty 
use has matured. 

Since usage has matured at Dart- 
mouth, other campuses now in the early 
stages of computer growth might well 
ask what this mature use can mean to the 
faculty member and to the student (11). 

Computing and the Instructor 

A new instructor at Dartmouth will 
find computing all around him (12). At a 
faculty meeting about half of those at- 
tending will have used computing and 
almost one-quarter will have included it 
in their teaching in the last year. The 
instructor will find the clich6 about the 
older member being unversed in the new 
techniques completely untrue; gray hair 
will reveal nothing about computer use. 

Table 1 shows the instructor how im- 
portant the new tool is in each academic 
division. After he examines the data, he 
may well conclude that only if he is in the 
humanities can he put off learning about 
how computing works at the college. If 
he decides to learn, it will be under ideal 
conditions (2, p. 39): "A nearby console 
and simple programming languages ... 
make it especially easy for a faculty 
member to learn and to experiment with 
the new tool in spare moments and in 
private." 

Colleagues will report how computing 
affects their courses. "Design is taking a 
simple idea and through repetition, creat- 
ing something organic, complex," an art- 
ist-teacher says; "by doing a computer 
project, a student will better grasp that 
idea." The engineer shrugs, "Computing 
is no big deal. I assume they all know 
how to write a program when they walk 
through the door. We use the computer 
as a tool." "It is a qualitatively different 
course from that at other universities," 
the geologist insists, "I could not teach it 
without the computer." A sociologist ex- 
plains, "Computing, and in particular 
IMPRESS, has changed the way I teach 
the course. Now the student takes his 
theory and confronts it with the actual 
survey data." 

Course Titles 

The following list shows the titles (144) 
of the courses (184) at Dartmouth in which 
computing was used during the year from 
summer 1974 to spring 1975. Some titles 
were taught in several sections or in 
several terms, so that the number of 
courses is larger than the number of ti- 
tles. 
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Anthropology 
Introduction to Anthropology 
Introduction to Biological Anthropology 
Ethnography 
Folklore 

Art 
Basic Design 

Biology 
Life Science 
Comparative Animal Physiology 
Endocrinology 
Biochemistry 
Seminar in General Biology 

Chemistry 
General Chemistry I 
General Chemistry II 
General Chemistry III 
Physical Chemistry I: Chemical Thermody- 

namics 
Physical Chemistry II: Chemical Dynamics 
Topics in Advanced Organic Chemistry 

Classics 
Greek Archeology: Classical and Hellenis- 

tic 
Introductory Latin 
Cicero 

Earth Sciences 
Elementary Oceanography 
Marine Geology 
Geochemistry 
Tectonics 

Economics 
Economics of the Stock Market 
Macroeconomics 
Macroeconomics Fluctuation and Growth 
Mathematical Economics 

Education 
Independent Study in Education 

Engineering Sciences 
Surveying 
Systems I 
Principles of Systems Dynamics 
Distributed Systems and Fields 
Solid Mechanics 
Systems II 
The Application of Optimization to Envi- 

ronmental Management 
Fluid Dynamics 
Electronics II 
Computing Methods in Science and Engi- 

neering 
Urban Transportation 
Electronics III 
Semiconductor Theory Devices I 
Heat, Mass and Momentum Transfer 
Design and Analysis of Experiments 
Intermediate Fluid Dynamics 
Introduction to Two-Phase Flow 
Independent Study (Computing) 

Environmental Science 
Introduction to Modeling Environmental 

Systems 
Environmental Policy Formation 
Human Population Dynamics 

Geography 
Introduction to Human Geography 
Freshman Seminar in Geography 
Freshman Seminar in Geography: View- 

points on the Third World 
Geography of Food and Hunger 
Spatial Analysis 
Remote Sensing 
Geographic Methods 
Field Research 
Introduction to Advanced Geographic 

Study 
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Urban Geography 
Urban-Regional Simulation and Games 
Agricultural Land Use and Agribusiness 
Seminar in Remote Sensing 

German 
Introductory German 

Government 
International Politics 
American State Politics 
Politics and Economics of Government 

Budgeting 
Political Behavior 
Public Opinion and Voting Behavior-The 

1972 Presidential Election 
Seminar in Politics and Economics of Gov- 

ernment Budgeting 
Politics and Biology 
The Nature of Political Enquiry 

History 
Urban History 
Comparative History of Black and White 

Mathematics 
Elementary Functions 
Calculus and Differential Equations 
Advanced Placement Calculus 
Introduction to Finite Mathematics 
Introduction to Calculus: Honors Section 
Calculus and Differential Equations: Hon- 

ors Section 
Advanced Placement Calculus: Honors Sec- 

tion 
Elementary Statistics 
Linear Algebra and Calculus of Several 

Variables 
The Role of the Computer Outside the Sci- 

ences 
Linear Algebra and Calculus of Several 

Variables: Honors Section 
Discrete Probability 
Functions of Several Variables 
Introduction to Numerical Analysis 
Introduction to Computer Science 
Mathematical Models in the Social Sci- 

ences 
Probability and Statistical Inference 
Functions of a Complex Variable 
Fundamentals of Systems Programming 
Information Structures 
Logic: Honors Section 
Graph Theory 

Mathematics-Social Sciences 
Analysis of Social Networks 
Data Analysis 

Music 
Listening, Composing, Performing 
Introduction to Music Theory 
Theory I 
Theory II 
Introduction to the Composition of Elec- 

tronic Music 
Theory III 

Philosophy 
Logic and Language 

Physics and Astronomy 
Cosmology 
Introduction to Astrophysics 
Galactic Structure and Dynamics 
General Physics I 
General Physics II 
Freshman Seminar in Physics 
Introductory Physics I 
Advanced Placement Physics: Mechanics, 

Electricity and Magnetism 
Advanced Placement Physics: Waves, Mod- 

ern Physics, Thermodynamics 
Modern Physics and the Construction of 

Reality 

Electricity and Magnetism I 
Electricity and Magnetism II 
Mechanics 
Methods of Theoretical Physics 
Optics 
Thermodynamics 
Quantum Mechanics I 
Solid State Physics I 
Advanced Laboratory 
Special Topics in Physics 
General Relativity and Cosmology 

Psychology 
Introductory Psychology 
Social Psychology 
Experimental Study of Perception 
Experimental Study of Social Behavior 
Experimental Study of Cognition 
The Teaching-Learning Process in the Uni- 

versity 
Environmental Psychology 
Seminar in Pattern Recognition 
Independent Research 
Statistics in Psychology 
Advanced Issues in Statistics and Design 

Sociology 
Human Society 
Methods of Sociological Inquiry 
Technology Work and Society 
Bureaucracy in Contemporary Society 
The Family as a Group and an Institution 
Urban Planning 
The Analysis of Continuous Social Science 

Data 
Reading Course in Cross Cultural Analysis 

Computing and the Student 

The new student may have the advan- 
tage over his new instructor: studies 
have shown that the student chose to 
come to Dartmouth in part because of its 
computing facilities. The data in Fig. 4 
show that computing is used heavily by 
all four classes. While usage declines 
from freshman to senior year, all classes 
have at least 69 percent of their members 
signing on the computer during the year. 
As mentioned earlier, this breakdown by 
class appears to be relatively constant 
over time. The high participation of the 
freshman class is probably due to the 
large number enrolled in the freshman 
mathematics program, where the short 
introduction to programming is part of 
the course. The clear and shaded bars in 
Fig. 4 show that students in the upper 
three classes continue to use the comput- 
er heavily and to enroll in courses where 
computing is used. 

In general a student who is enrolled in 
a course where computing is used ac- 
tually does sign on the Dartmouth time- 
sharing system. Despite some use of 
small stand-alone computers and off- 
campus computers, 90 percent of the 
students in computing classes work on 
the local system. The shaded bars and 
the clear bars in Fig. 4 overlap in truth as 
well as in representation. 

The shading in Figs. 1 and 4 could 
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represent a thin veneer of students who 
take only one computing course each 
year, but Fig. 5 reveals that computing 
among the students is not merely broad, 
it is deep. In a school where most stu- 
dents take nine courses in an academic 
year, half take one or two courses with 
computing and 23 percent take three or 
more. Two students actually enrolled in 
eight. It is important to realize that Fig. 5 
represents only one of the 4 years a 
student will attend college. In 4 years he 
can expect to enroll in six courses where 
computing is used (13). 

So, the new student will expect to see 
computer programs used early and fre- 
quently in his liberal arts education. He 
will expect to learn how to write a com- 
puter program and then apply this skill in 
his courses. 

Computing in Courses 

From summer 1974 through spring 
1975, 1500 courses were taught at Dart- 
mouth. Of these, 184 (12 percent) are 
known to have used computing. As 
shown in Fig. 1, almost one-quarter of 
the faculty and three-quarters of the un- 
dergraduates are involved in these 
courses. For each course the instructor 
was asked the following questions: 

1) Do students in this course write 
programs of their own? 

2) Do your students ever run a canned 
program? 

3) What is the single most important 
benefit of computing in the course? 

The answers to these questions, bro- 
ken down by division, are collected in 
Table 2. The first striking feature is that 
the large number of science courses is 
almost balanced by the number of social 
science and humanities courses together. 
It is interesting to note that only five of 
the 96 science courses are in computer 
science. Table 2 also shows how impor- 
tant the ability to write a program is to a 
student in the sciences. If he enrolls in a 
course where computer programs are 
used, there will almost always be an 
occasion for him to write a program. 
Surprisingly, this situation also holds in 
nearly half of the social science courses 
as well. In only two of the humanities 
courses were students writing computer 
programs. 

The uses of a computer program vary 
considerably. Sometimes the teacher's 
aim is to familiarize the students with a 
quantitative procedure by requiring them 
to formalize the procedure in a computer 
program. Or the purpose is to enable 
them to develop an intuition about the 
procedure by modifying the program in a 
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number of ways. Other student uses of 
computer programs include finding finite 
approximations for systems with no ana- 
lytical solutions, obtaining quick an- 
swers to an otherwise intractable series 
of calculations, or repeating a simple 
calculation over and over on an 
enormous quantity of data. Occasionally 
a complicated model is best explained 
through a computer simulation that each 
student writes for himself. 

No matter what the academic dis- 
cipline, a student in a class with comput- 
er programs can expect to spend some 
time working with someone else's pro- 
gram. These canned programs vary con- 
siderably in content and use. In the sci- 
ences, canned programs are frequently 
computer library subroutines that enable 
users to extend their own programs to 
plot data. Such routines should be 
viewed as extensions of writing a pro- 
gram rather than as passively used 
canned programs. This view has led to 
plans to incorporate elementary plotting 
commands in the next version of the 
computer language Basic (14). This ac- 
tion will substantially reduce the use of 
canned programs in science courses. 
However, some canned programs will 
continue to be used to plot parametric 
representations of functions in mathe- 
matics, to do linear regressions on labo- 
ratory data in chemistry, and to simulate 
the estrous cycle's hormone variation in 
elementary biology. 

The canned programs in the social sci- 
ences are of three major kinds: a large 
interactive system that allows one to ex- 
amine the results of surveys, a library of 
statistical routines, and a variety of 

games. The survey analysis program IM- 
PRESS (15) is the program most used in 
classes in sociology and government. Its 
use has extended into psychology, an- 

thropology, economics, and even histo- 
ry. The surveys available range from 
presidential election surveys to cross- 
cultural ethnographic files, but classes 
and individuals also enter the findings of 
their own surveys to analyze the results. 
(Several of the results in this article first 
appeared as IMPRESS cross tabulations 
of data from the course interviews.) The 
statistics programs in the public library 
are frequently employed in the more 

quantitative courses in sociology, psy- 
chology, government, and economics. 
The one most cited performs multiple 
linear regressions. 

In both government and geography 
courses several games are played on the 
computer. A class studying the rice agri- 
culture of Southeast Asia plays a game 
where the student tries to grow a good 
crop while being threatened by pest, fire, 

and flood. The average student plays the 
game 20 times and one student played it 
150 times. A game becomes an experi- 
ment when a student in experimental 
psychology writes a program that tells 
the computer how to flash patterns of 
letters at a test subject for small intervals 
of time. Such experiments sometimes 
yield new insights into cognitive psychol- 
ogy, and they almost always teach some- 
thing about the design of experiments 
(which is the subject of the course). 

In the humanities at Dartmouth, while 
an art class does computer projects, the 
major activity centers on drill programs 
in music, foreign language, and philoso- 
phy. Music programs are of two kinds: 
the first refines a student's ability to lis- 
ten and to pick out musical structures. 
The second, and more creative, program 
allows the student to compose a piece of 
music which is immediately played back 
on a synthesizer and can then be altered 
and amended by the student until he is 
pleased with the results. The foreign lan- 
guage drills in German and Latin are 
options that students can use to drill 
themselves in vocabulary. In the logic 
courses in philosophy and mathematics, 
Bertie, a program named after Bertrand 
Russell, checks a student's proof of theo- 
rems in sentential and predicate logic 
(7). 

Strengthened Bond Between Student 

and Subject 

Because computer programs can do so 
many different things and affect courses 
in so many ways, the instructors were 
asked to pinpoint the single most impor- 
tant benefit to each course. Behind most 
descriptions (82 percent) was the asser- 
tion that computer programs had allowed 
the student to become more involved in 
the subject and consequently learn it bet- 
ter. Computing was described in terms 
such as, "concrete expression of a theo- 
retical concept," where the student 
could, "experiment with," "test hypoth- 
eses," "play with," "develop ideas," 
"explore," and "confront the theory." 
Student interest was enhanced because 
they were able to do complex calcula- 
tions with "real-world" numbers. Large, 
unwieldy collections of data in the social 
sciences could be "reduced," "manipu- 
lated," "handled," "analyzed," and 
"examined" by the students themselves. 

The strengthened bond between the 
student and the subject represents a qual- 
itative change in courses. It occurred 
most frequently in the sciences and least 
frequently in the humanities. It corre- 
lates strongly with whether or not a stu- 
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dent has an opportunity to write his own 
programs (16). If there were a method of 
determining which canned programs re- 
quired creative responses from students, 
they too would probably correlate highly 
with this qualitative improvement that 
instructors see. 

The important point is that when stu- 
dents creatively interact with a comput- 
er, either by writing a program or imagi- 
natively using someone else's program, 
they can, and do, become more involved 
with the subject of the course. 

The faculty felt that computing made 
90 percent of the courses "better." Their 
estimate of the importance of this work 
is summarized by their responses to the 
question, "How would you characterize 
the role of computing in the structure of 
the course; is it integral, supplemental, 
or incidental?" In 14 percent of the 
courses the role of computing was char- 
acterized as incidental, in 39 percent as 
supplemental, and in 47 percent as in- 
tegral. 

Computing Literacy 

The widespread use of computer pro- 
grams at Dartmouth is largely the result 
of a self-teaching time-sharing system 
and the organic growth of applications to 
the real academic needs of students and 
faculty. Only five courses at Dartmouth 
have to do specifically with computer 
science, yet the broad use of computing 
flourishes because an adequate system is 
freely available to the students and facul- 
ty. 

It is clear that early introduction to 
computing and widespread application to 
course work creates a pool of individuals 
able to write a computer program. With- 
in that pool are a number who are not 
only willing, but eager, to write pro- 
grams. Several instructors commented 
during the interviews that a student had 
come up with the original idea of apply- 
ing computing to the course. Not only 
did the student serve as a rich source of 
new ideas, he was also the one who 
worked with the instructor to implement 
the idea. 

The social science survey analysis sys- 
tem IMPRESS was written by students. 
Several of the language drills were pro- 
grammed by students. The systems for 
music training and music composition 
were written by an engineering major 
working with a professor of music. The 
proof-checking program in the philoso- 
phy course was a student-teacher collab- 
oration. In geography, the regional devel- 
opment games were either written or 
completely overhauled by students. 
22 OCTOBER 1976 

Table 2. Computing in courses at Dartmouth. The number of courses where computing is used 
is split almost evenly between science and nonscience. Many courses allow a student to write a 
computer program and almost all run canned programs. The instructor's description of the pri- 
mary benefit of computing as a qualitative improvement in the course is strongly related to 
whether or not the students had the occasion to write programs. The "yes" responses represent- 
ed in the last three columns are to the questions: "Do students in this course write programs of 
their own?," "Do your students ever run a canned program?," and "What is the single most 
important benefit of computing in the course?" 

Courses Student Student Benefit 
where writes uses was 

Group computing own canned qualitative 
is used program program change 
(No.) (%) (%) (%) 

Humanities 22 9 91 18 
Social sciences 66 42 98 80 
Sciences 96 91 78 98 

College 184 64 86 82 

These systems represent the bulk of the 
canned programs used in courses where 
the students did not write their own. So 
even where students do not write a pro- 
gram, they rely on others who do (17). 

This creative pool of student talent 
flows into almost every course at the 
college. As new ideas appear, not only 
the instructors, but also their students, 
are on the watch for an interesting way 
to approach these ideas through comput- 
ing. The pool of student talent ensures 
that computing applications will evolve 
as the courses evolve. 

Since most students are acquainted 
with writing a computer program, they 
are not shy about running someone 
else's program, be it a linear regression 
or an urban game. They are also quick to 
notice shortcomings in canned programs 
and sometimes offer improved versions 
of their own. Because of the widespread 
use of elementary computing skill, there 
should be an appropriate term for this 
skill. It should suggest an acquaintance 
with the rudiments of computer program- 
ming, much as the term literacy connotes 
a familarity with the fundamentals of 
reading and writing, and it should have a 
precise definition that all can agree on. 

It is reasonable to suggest that a per- 
son who has written a computer program 
should be called literate in computing. 
This is an extremely elementary defini- 
tion. Literacy is not fluency. Few of the 
people said to be literate around the 
world are capable of composing fine es- 
says. They can, however, jot down gro- 
cery lists to do their shopping. So with 
computing. One who has written a pro- 
gram has grasped the idea of how a ma- 
chine accomplishes a task through a step- 
by-step procedure, but does not necessar- 
ily have the facility to compose elaborate 
computer programs. 

One advantage of this definition is that 
it allows one to measure the computing 

literacy rate of students and faculty. At 
Dartmouth, the class of 1975 at gradu- 
ation contained 455 students (70 percent) 
who had been in a mathematics course 
where writing a computer program was 
required. These who had actually signed 
on the computer numbered 725 (93 per- 
cent). So one can say that the computing 
literacy rate is at least 70 percent and 
probably higher. The survey results in 
Table 1 estimate the faculty computing 
literacy rate to be 45 percent. 

Summary 

Ten years ago one could have argued 
over whether undergraduates would real- 
ly have much use for computing in their 
liberal arts studies. One could have won- 
dered whether there were many subjects 
where a conscientious instructor could 
make significant use of a computer pro- 
gram. One could scoff at the possibility 
that a liberal arts college would regularly 
graduate classes where more than 90 per- 
cent of its members had used a computer. 
One could have raised a skeptical eye- 
brow at anyone rash enough to suggest 
that a person interested in a liberal educa- 
tion should learn how to write a computer 
program. 

Today the evidence has done away 
with these arguments. At Dartmouth, the 
ability to use a computer program and, 
more important, the ability to write one 
are widespread. Computing literacy is 
high. Students expect to encounter many 
courses where computing is used during 
their 4 years in college. Faculty members 
are mature users and apply computing to 
a wide variety of courses. They have 
seen how a computer program can 
strengthen the bond between the student 
and the subject by providing a new way 
to explore the subject. This strengthened 
bond represents a qualitative improve- 
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ment found in most of the courses which 
use computer programs. The faculty con- 
firm the significance of this activity when 
they call computing integral to their 
courses. 

Ten years' experience at Dartmouth 
demonstrates that an easy-to-use com- 
puter system open to the whole campus 
will be widely used in undergraduate in- 
struction. It should be no surprise that a 
college full of this kind of computing 
activity comes to regard its computer 
center much the way it regards the li- 
brary. To make use of its services is "no 
big deal," but to do without them would 
be "unthinkable." 
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The December 1934 Pittsburgh meet- 

ing of the AAAS marked a significant 
change in the way many scientists 
looked at working with government. At 
that time, the prevailing attitudes among 
scientists about the relation of govern- 
ment to science were characterized by 
fears of political control, should govern- 
ment provide funding support. Never- 
theless, the new AAAS president, Karl 
T. Compton, had proposed to President 
Roosevelt in 1934, a "Program for Put- 

ting Science to Work." The ultimate val- 
ue of Compton's proposal and his advo- 

cacy role was the influence on two mo- 
mentous political decisions made during 
the Roosevelt presidency: the extension 
of the government's responsibility for 
science beyond its own establishment 
and the coupling of science and govern- 
ment to serve national purposes. Several 
decades ago, both of these were revolu- 
tionary concepts. 

Although Compton's specific proposal 
was not approved by President Roose- 
velt, federal science budgets were in- 
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creased, universities began to receive 

government support, and there emerged a 

growing consensus in the 1930's among 
some scientists and politicians that they 
should work more closely together. This 
latter development was no small achieve- 
ment-and I need not recount here how 
vital to our national security such rela- 

tionships became as the clouds of World 
War II broke. President Roosevelt had 

already developed high respect for scien- 
tists, and he entrusted great responsibili- 
ties to them in the war effort after bring- 
ing them into the highest councils of 

government. 
It is significant that the science and 

public policy questions that began to 

emerge in the 1930's have a very modern 

appearance. Several of these questions 
dealt with (i) recommendations to estab- 
lish national policy with respect to sci- 
ence; (ii) suggestions that the United 
States participate more fully in the inter- 
national scientific community and that it 
draw to a greater extent on the world 
reservoir of knowledge; (iii) attempts to 
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counteract the frugality of Congress with 
respect to science; (iv) advice designed 
to eliminate duplication or improve intra- 
governmental coordination of scientific 
activities; and (v) suggestions intended 
to improve and increase the basic re- 
search activities of government agencies 
(1, 2). 

For the past decade, the Committee on 
Science and Technology has devoted 
much of its attention to these kinds of 
questions. Thus, the pessimist would say 
that we have not made much progress in 
40 years. However, I think that contin- 

uing consideration of these questions 
points to the enduring nature of a num- 
ber of large issues in science policy. 
Some may never be settled. In each gen- 
eration we must deal with these issues by 
taking actions that are appropriate to the 

special circumstances and problems of 
the times. 

Federal Role in Support of 

Science and Technology 

Among the policy issues in a continual 
state of flux is the federal role in the 

support of science and technology. Some 

support has been provided since the be- 
ginning of our nation; however, the feder- 
al role changed dramatically as a result 
of World War II. For more than 25 
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