
transmission through the synapse. The 
record in Fig. 2A2 was taken 10 seconds 
after an antidromic train of impulses in 
the postsynaptic axon and shows that the 
reduction in transmitter release pro- 
duced by the postsynaptic train was suf- 
ficient to prevent activation of spike gen- 
eration in the postsynaptic axon. Figure 
2A3 shows recovery of synaptic trans- 
mission and impulse generation 3 min- 
utes after the end of the postsynaptic 
train. 

The modulation of transmitter release 
by repetitive postsynaptic action poten- 
tials can function as a type of negative 
feedback. Figure 2A shows that this feed- 
back is effective in modulating transmis- 
sion through the synapse. Previous inves- 
tigations on the mammalian central ner- 
vous system (CNS) have shown different 
types of negative feedback. For ex- 
ample, recurrent inhibition can be medi- 
ated by pathways through axon collater- 
als and interneurons, as in the case of the 
motoneuron (18) and hippocampal pyra- 
midal cell (19), or through dendrodendrit- 
ic interactions with interneurons, as in 
the case of the olfactory mitral cell (20). 
The main feature of these negative feed- 
back systems is that they feed back syn- 
aptic inhibition on the output neuron. 
However, a direct feedback inhibition of 
transmitter release from nerve terminals 
impinging on a neuron has not, to our 
knowledge, been previously reported. 
This investigation provides evidence for 
a direct inhibitory feedback from the 
postsynaptic structure that modulates 
transmitter release from the presynaptic 
terminal. 

Figure 2B illustrates schematically 
how such a feedback inhibition might 
function in the CNS. Repetitive action 
potentials in one excitatory synaptic 
pathway (2 in Fig. 2B) would result in re- 
petitive firing of the neuron. The accumu- 
lation of extracellular K resulting from 
the repetitive neuronal activity could, in 
turn, result in feedback inhibition of syn- 
aptic transmitter release from other syn- 
aptic pathways (1 and 3 in Fig. 2B) im- 
pinging on the neuron (21). In this way, 
the accumulation of extracellular K may 
modulate synaptic transmission and func- 
tion as an integrating mechanism in the 
nervous system. 
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Monoamine Changes in the Brain of Cats 

During Slow-Wave Sleep 

Abstract. We have found that the metabolism of5-hydroxytryptamine increases in 
the hippocampus and that the metabolism of dopamine decreases in the striatum and 
thalamus during slow-wave sleep, and we suggest that these changes are related to 
this stage of sleep. We have also found that the concentration of dopamine increases 
in the hippocampus during slow-wave sleep, and suggest that this may be related to 
the subsequent appearance of paradoxical sleep. These data raise new questions on 
the hippocampal role in the sleep-wakefulness cycle. 
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the hippocampal role in the sleep-wakefulness cycle. 

The hypothesis that monoamines par- 
ticipate in the regulation of sleep has 
been supported by the findings that le- 
sion of the raphe neurons containing 5- 
hydroxytryptamine (5-HT) (1) leads to a 
state of permanent desynchronization 
with behavioral arousal (2) and that bi- 
lateral destruction of the nucleus locus 
coeruleus, rich in catecholamines (1), is 
followed by a total disappearance of 
paradoxical sleep (3). While behavioral, 
electroencephalographic (EEG), and 
pharmacologic evidence also substan- 
tiates the role of monoamines in sleep, 
chemical correlates have been lacking be- 
cause of the difficulty of obtaining brain 
tissue for chemical analysis during sleep. 
By using a brain biopsy technique, we 
have found that the metabolism of 5-HT 
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and the concentration of dopamine (DA) 
increases in the hippocampus, while the 
metabolism of DA decreases in the stria- 
tum and thalamus during slow-wave 
sleep (SWS). We suggest that the in- 
creased 5-HT metabolism in the hip- 
pocampus and decreased DA metabo- 
lism in the striatum and thalamus is re- 
lated to SWS, and that the increased 
concentration of DA in the hippocampus 
is related to the subsequent appearance 
of paradoxical sleep. 

Adult cats were used as the experimen- 
tal subjects. Under pentobarbital anes- 
thesia, the left parieto-temporal bone of 
the skull and underlying dura mater were 
removed (4). After screw electrodes for 
EEG recording were implanted into the 
frontal cortex, electrode wires were sol- 
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dered to an Amphenol plug which was 
fixed to the skull by dental cement. The 
exposed left brain hemisphere was cov- 
ered by skin, and the incision was made 
airtight by suturing. Two days after sur- 
gery, the cats were restrained in bags 
with EEG cables attached to their elec- 
trode plugs and were given 3 to 4 days in 
which to adjust to these conditions. Five 
to 6 days after surgery, the stitches 
were removed under local anesthesia 
and the left hemisphere was exposed. 
The EEG was monitored and the animals 
were observed. In one group of animals, 
after 20 minutes of spontaneous SWS, 
the left hemisphere was ablated by a scal- 
pel in a procedure that lasted from 4 to 6 
seconds. Desynchronization in the EEG 
appeared when the ablation was com- 

pleted and at this time the animals were 
killed by intracardial injection of saturat- 
ed KCI solution. Because of circadian 

changes in brain monoamine content, all 
animals were killed between 12:00 noon 
and 3:00 p.m. The left hemisphere was 
washed in ice-cold saline and specific 
brain sites were dissected on ice. In the 
other group of animals, the left hemi- 
sphere was removed after 30 minutes of 
wakefulness, and the same procedure 
was performed as before. 

Dissection of the various brain regions 
lasted from 8 to 10 minutes. The com- 
pounds 5-HT, DA, norepinephrine (NE), 
5-hydroxyindoleacetic acid (5-HIAA), a 
metabolite of 5-HT, and homovanillic 

acid (HVA), a metabolite of DA, were 
determined in the cerebral cortex, the 
head of the caudate nucleus, the hip- 
pocampus, and the striatum-thalamus 
(5). Monoamines and their metabolites in 
single samples of each brain region were 
determined spectrophotofluorometri- 
cally by described methods (6). 

Table I shows that the concentrations 
of 5-HT and 5-HIAA increased signifi- 
cantly in the hippocampus during SWS. 
The increase over the concentration in 
cats during wakefulness was 143 percent 
for 5-HT, and 289 percent for 5-HIAA, 
the amount during wakefulness being tak- 
en as 100 percent. We have previously 
observed in cats an increased 5-HIAA 
concentration in the cerebrospinal fluid 
of the cisterna magna during SWS (7). 
Since cisternal cerebrospinal fluid con- 
tains neuronal metabolites of different 
brain structures, particularly those lining 
the ventricular and subarachnoid space, 
it was not possible to trace the origin 
of the site which contributed to the in- 
creased cisternal 5-HIAA concentration. 
Based on our new evidence of increased 
5-HT metabolism in the hippocampus 
during SWS, and also on the proximity 
of the hippocampus to the lateral ventri- 
cles, the increased concentration of 5- 
HIAA in the cisterna magna might re- 
flect increased serotonergic activity in 
the hippocampus. Other brain structures 
that might contribute to the increase in 
cisternal 5-HIAA concentration in SWS 

Table 1. The concentrations of 5-HT and 5-HIAA in specific brain structures removed from 
cats during wakefulness (W) (six animals) and during SWS (six animals). The results are 
means ? standard error (S.E.). The mean weight of tissue for each brain region is for 12 cats. 

Concentration (ng/g wet weight) Tissue 
---a-- mean 

Brain 5-HT 5-HIAA weight 
region (mg (mg 

W SWS W SWS ? S.E.) 

Hippocampus 503 + 31 722* + 51 616 + 81 1786* ? 125 714 ? 8 
Striatumand 668 + 20 802 + 144 917 + 181 619 + 134 1025 + 17 

thalamus 
Cortex 463 ? 88 477 + 127 229 + 68 258 + 45 1320 + 59 
Caudate (head) 1430 + 168 1418 + 176 1179 + 42 1072 + 95 379 + 15 

*Difference is significant by Student's t-test (unpaired) (22): P < .005. 

are the raphe nuclei in the brainstem. 
Their composition (rich in 5-HT neu- 
rons), location (close to ventricular and 
subarachnoid space), and possible in- 
volvement in the onset and maintenance 
of SWS (3) would support such an as- 
sumption. Because our biopsy technique 
did not reach as far as brainstem, we 
could not determine the metabolism of 
monoamines in the brainstem structures 
including the raphe system. However, in 
animals killed by intravenous infusion of 
saturated KC1 during wakefulness, 
SWS, and paradoxical sleep, Sinha et al. 
(8) measured regional brain monoamines 
and found no changes in 5-HT metabo- 
lism in the midbrain, pons, and medulla. 

The data in Table 2 show that during 
SWS the DA concentration increased by 
178 percent in the hippocampus and de- 
creased by 13.5 percent in the striatum- 
thalamus (the amount of DA during 
wakefulness being taken as 100 percent). 
The amount of HVA in the striatum and 
thalamus decreased to values below the 
sensitivity of the method (33.6 ng per 
sample). This difference in the activity of 
DA in the two regions may indicate a 
double role for catecholamines in sleep- 
waking mechanisms. One function of cat- 
echolamines might be to promote wake- 
fulness, because lesions in the pontine 
tegmentum of cats, in areas with DA- 

containing neurons, produced decreased 
behavioral arousal, reduced concentra- 
tions of DA in the brain, and normal wak- 

ing patterns in the EEG (9). The de- 
crease in DA metabolism in the striatum 
and thalamus during SWS (Table 2) sup- 
ports this postulate. Another suggestion 
is that catecholamines are essential for 
the appearance and maintenance of para- 
doxical sleep (3). Because a certain 
amount of SWS normally precedes para- 
doxical sleep, the increased DA concen- 
trations in the hippocampus after 20 min- 
utes of SWS (the average duration of an 
initial episode of SWS in the cat) may be 
related to the onset of paradoxical sleep. 
Also, if a function of paradoxical sleep is 
to restore catecholamine activity (through 

Table 2. Concentrations of DA, HVA, and NE in specific brain structures removed from cats during wakefulness (W) (six animals) and SWS (six 
animals). The results are means + S.E. The mean weight of tissue for each brain region is for 12 cats. 

Concentration (ng/g wet weight) Tissue 
mean 

Brain DA HVA NE weight 
region (mg 

W SWS W SWS W SWS + S.E.) 

Hippocampus 407 + 27 728* + 91 815 + 87 1856 + 423 351 + 89 291 + 55 714 + 8 
Striatumand 4246 ? 661 574t ? 101 824 + 195 t 360 ? 84 426 111 1025 ? 47 

thalamus 
Cortex 492 + 74 448 + 88 546 + 104 457 + 96 308 + 56 358 + 69 1320 ? 59 
Caudate (head) 10428 ? 2836 9636 ? 826 1834 ? 204 1776 ? 364 1965 ? 293 1742 ? 248 379 ? 15 

SCIENCE, VOL. 193 
*Difference is significant by Student's t-test (unpaired) (22): P < .05. tP < .025. tLess than 33 ng per sample. 
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increased catecholamine metabolism) in 
the central nervous system (10), the 
hippocampus could be one of the sites 
of this restoration process. 

The electrical activity of the hip- 
pocampus is unusual. While the rest of 
the brain shows a desynchronized EEG 
pattern during attention, learning, and 
paradoxical sleep, the hippocampus dis- 
plays a synchronized electrical activity 
of four to seven cycles per second (theta 
rhythm) (11). It is suggested that the 
hippocampus, through synchronizing in- 
fluences on the neocortical and subcorti- 
cal structures, counteracts the effects ex- 
erted by the ascending reticular-acti- 
vating system, and that the functional in- 
terplay of the hippocampus and reticular 
system seems to be of importance with 
regard to the rhythm of sleep and wake- 
fulness (12). Spontaneous activity of the 
hippocampal pyramidal cells in cats with 
permanently implanted electrodes sharp- 
ly decreased in SWS (13), a phenomenon 
observed in other brain areas (14). It may 
be that the electrical activity of specific 
brain structures during SWS is keyed to 
local chemical processes. Our data re- 
garding the chemical changes in the hip- 
pocampus during SWS indicate that the 
5-HT and DA systems become activated 
at this time. This is of interest because 
current hypotheses propose an increased 
activity in the 5-HT system of the raphe 
nuclei during SWS and an increased ac- 
tivity in the catecholamine system of the 
nucleus locus coeruleus during para- 
doxical sleep (3). Because of the recipro- 
cal connection between limbic-forebrain 
structures (including the hippocampus) 
and the raphe nuclei, the latter are poten- 
tially modulated by limbic-forebrain 
mechanisms (15). When 80 to 90 percent 
of the raphe system is destroyed, ani- 
mals enter a state of permanent arousal 
that lasts 3 to 4 days; SWS returns par- 
tially within a 3-week period (2), and a 
near normal sleep profile (16) appears by 
day 30. This indicates that other brain 
sites functionally compensate for the 
loss of 5-HT neurons in the raphe. Fur- 
thermore, since hippocampectomy was 
found to reduce significantly both SWS 
and paradoxical sleep, the hippocampus 
has been implicated in the facilitation of 
both SWS and paradoxical sleep (17). Al- 
though hibernation differs from normal 
sleep in many respects (18), it has been 
reported that when animals are entering 
hibernation, the concentration of 5-HT 
increases in the hippocampus several 
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phan, an immediate precursor of 5-HT, 
is administered to rats, the highest con- 
centration of 5-HT is found in the hip- 
10 SEPTEMBER 1976 

times more than it does in other brain 
areas (19). Also, when 5-hydroxytrypto- 
phan, an immediate precursor of 5-HT, 
is administered to rats, the highest con- 
centration of 5-HT is found in the hip- 
10 SEPTEMBER 1976 

pocampus (20); when administered to 
rabbits, 5-hydroxytryptophan results in 
the most marked rate of increase in 5-HT 
being found in the hippocampus (21). All 
these findings point to the importance of 
a serotonergic mechanism in the hip- 
pocampus, and a possible role of this 
area in SWS. The specific increases in 
the metabolism of 5-HT and the concen- 
tration of DA in the hippocampus during 
SWS indicate that the hippocampus func- 
tions as a subsidiary sleep structure to 
the raphe system and the nucleus locus 
coeruleus in the brainstem. We also sug- 
gest that the obtained decrease in DA me- 
tabolism in the striatum and thalamus 
during SWS may be related to the sleep- 
generating mechanisms. 
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conservation strategy have concluded 
that some large refuges are essential to 
minimize extinction rates and to ensure 
certain species any chance of survival at 
all. These conclusions are based not only 
oh studies of oceanic islands but also of 
habitat "islands" on mainlands, as well 
as of refuges themselves. 

Simberloff and Abele (7) argue that 
these applications of biogeographic theo- 
ry to conservation practice are pre- 
mature and are based on insufficiently 
validated theory and possibly also on 
idiosyncratic results. These authors 
show that, given certain assumptions, 
several small refuges may contain more 
species than a single large refuge of 
equivalent area. Their reasoning from 
their assumptions is correct but mini- 
mizes or ignores much more important 
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