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Energy Partitioning 
Products of Ionic Decomp 

J. 

For a unimolecular decomposition re- 
action to occur there must be sufficient 
energy in the decomposing molecule to 
surmount an energy barrier. Often this is 
no more than the bond dissociation ener- 
gy, but sometimes there is an additional 
barrier. In either case, there may be 
excess energy (E* - 0) to be distributed 
among the various modes of the reaction 
products. Understanding this energy dis- 
tribution has been an important project 
for both theoreticians and experimental- 
ists for many years. The problem is, of 
course, closely related to that of the rate 
of unimolecular reactions, and both have 
been subject to theoretical treatments 
having the same basis and set of assump- 
tions. Unimolecular reaction rates have 
been well surveyed in recent publica- 
tions (1, 2) and will not be treated here. 
Energy distribution in unimolecular reac- 
tions has been less extensively studied, 
and the greater part of the experimental 
work has been carried out by mass 
spectrometrists. The reason for this is 
that ions, because of their electric charge 
in the gas phase, are much more readily 
controlled and detected than are neutral 
species. Thus, the problem falls natural- 
ly into the domain of the mass spectrome- 
trist. 

Ionization in the gas phase can be 
brought about in several ways but is 
usually accomplished by either ultravio- 
let light or electrons and, at least with 
negative ions, the internal energy can be 
controlled over a fairly wide range. Ions 
also have the important advantage that 
their electric charge permits them to be 
deflected, retarded, or accelerated and, 
properly used, such operations can be 
made to yield the distribution of veloci- 
ty. 

It has been recognized for many years 
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peaks from a time-of-flight (TOF) mass 
spectrometer (12). 
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to the ion beam. A variable voltage is 
impressed across these electrodes. 
When the deflection voltage is varied 
ions of various initial energies are swept 
across the collector slit, and the resulting 
curve is related to the initial velocity 
distribution of the ions in question (15). 

Both of the methods described above 
give precise reproducible results and 
agree rather well with each other. Both 
are capable of giving the average trans- 
lational energy of an assemblage of ions 
in thermal equilibrium, although for the 
lighter ions a correction for gate width 
must be made with the TOF method. 
Some early measurements of trans- 
lational energy by Hierl and Franklin (16) 
for N+ from N2 showed clearly the onset 
of the process 

N2 + e -> 2N+ + 3e 

where e is an electron. The translational 
energy of N+ at onset was large (4 ev), 
and when twice this was deducted from 
the electron energy at onset for the proc- 
ess fairly good agreement with spectro- 
scopic data was obtained. Similarly, N2+ 
was formed with 5 ev of translational 
energy at its appearance potential of 
63.63 ev. Again, when the translational 
energy was deducted the calculated val- 
ue agreed within 0.3 ev with the spectro- 
scopic value. Considering the very small 
intensity and large energies involved, 
this agreement was surprisingly good. 
Similar results were obtained with the 
ions from NO and CO (16). 

At about this time a controversy arose 
over the correct value of the bond 
strength in fluorine, and we thought we 
could contribute by measuring the ap- 
pearance potentials and translational 
energies at onset of the F+ or F- ions (or 
both) formed by dissociative resonance 
capture, dissociative ionization, and pair 
production processes. The results for the 
various processes agreed well with each 
other and supported the bond energy 
value D?(F2) = 37.5 ? 2.3 kcal/mole 
(17). 

Classical Statistics Applied to Energy 

Distribution 

The fragments from diatomic mole- 
cules can have only electronic and trans- 
lational energies. In most cases the frag- 
ments are formed in their ground elec- 
tronic states, and when they are not the 
excited state can usually be readily de- 
duced. Thus, in most instances all of the 
excess energy goes into translation. With 
molecules having more than two atoms 
this is not the case. If the molecule 
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Fig. 1. Correlation of excess energy at onset, 
E*, with the average translational energy in 
the center of mass, ?t. (A) Positive ions 
formed by dissociative ionization; (e) nega- 
tive ions formed by dissociative resonance 
capture. 

breaks into two fragments at least one of 
them will have vibrational and rotational 
degrees of freedom in addition to the 
translation that may be excited. Unfortu- 
nately, our techniques measure only 
translational energy directly, so it is nec- 
essary to find a way to relate our mea- 
sured translational energies to total ex- 
cess energy or to energy in the other 
internal modes. 

A statistical treatment of the rates of 
unimolecular reactions was proposed by 
Rice and Ramsperger (18) and by Kassel 
(19), and, more recently, Eyring and his 
colleagues (20) have adapted it to iso- 
lated ionic systems. In this treatment the 
following assumptions are made: 

1) The molecule is made up of a set of 
loosely coupled harmonic oscillators. 

2) Vibrational energy is rapidly equili- 
brated among the various vibrational 
modes. 

3) Rotation can be ignored. 
With these assumptions we can write 

the distribution function for vibrational 
energy as 

t(E*v,t 
- 

6t) 

I pt(E 
* 

vt-Et) Et 
J'o 

where P(E*, v) is the vibrational distribu- 
tion function for systems having excess 
energy E*; pt is the density of vibra- 
tional states and, since rotation is ig- 
nored, is a function of (E*v,t-et); E*v,t is 
the excess of vibrational and trans- 
lational energy of the reacting molecule 
over the energy of the fragments in their 
ground vibrational and translational 
states (however, one or more of the frag- 
ments may be electronically excited); 
and Et is the translational energy in the 
center of mass. The average value of Et is 
given by E 

Jo Etpt(E*v,t- Et)dEt 
Et JE* (2) 

j p(E*v,t-et)det 
*0 

and the density of vibrational states dW/ 
dE*, is 

(4) 
(E v,t - Et)N-2 

(N - 2)!Hihvi 

where (N-1) is the number of vibra- 
tional modes in the transition state, h is 
Planck's constant, and the vi are vibra- 
tional frequencies. When Eqs. 3 and 4 
are inserted into Eq. 2 and the in- 
tegration is performed we find 

E*v,t 
t=- (5) 

N 

It may be assumed (13) that Et arises 
from conversion of vibrational energy in 
the reaction coordinate to translational 
energy in crossing the barrier. 

A theoretically much sounder evalua- 
tion of Eq. 2 would employ a summation 
of the vibrational states of the activated 
complex and, as will be discussed later, 
this has been done for several systems. 
However, for convenience we have em- 
ployed the classical treatment above as a 
framework for correlating certain of our 
experimental results. We recognize that 
this is not a proper theoretical treatment, 
but it has proved exceptionally useful as 
a semiempirical method of treating some 
of our data and so we have felt justified 
in using it for this purpose. 

In order to evaluate Eq. 5 it was neces- 
sary to obtain values of E*v,t and Et. 
Values of E*v,t could be obtained by 
carefully determining the appearance po- 
tentials for several fragmentation pro- 
cesses and deducting from them the ap- 
propriate heats of reaction; that is, 
Ap - AHr = E*. Systems were chosen 
for which AHr could be calculated from 
known thermochemical values. The 
translational energy was determined by 
one of the techniques described above at 
several values of the electron energy 
near onset and the curve was then extrap- 
olated to onset. With positive ions it is 
necessary to determine Et at onset, since 
at higher electron energies the leaving 
electrons take with them an undeter- 
mined amount of energy and so E* is not 
known. The choice of fragmentation 
processes was subject to certain limita- 
tions; thus (i) the parent molecule could 
not have too many vibrational modes 
(< 30) if the translational energy were to 
be satisfactorily measured; (ii) the mass 
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of the fragment ion could not be exces- 
sive; and (iii) the neutral fragment could 
not be too light (it could not be hydrogen 
or deuterium) since the energy of the ion 
would be too small to measure. 

With these limitations we chose sev- 
eral dissociative ionization processes for 
positive ions and several dissociative res- 
onance capture processes for negative 
ions and measured their appearance po- 
tentials and translational energies at on- 
set. It was, of course, necessary to cor- 
rect for the thermal energy of the mole- 
cule being ionized, and this was done by 
means of the relationship 

Mi mn 
= i RT + mn t (6) 

mi + mn mi + mn 

where the subscripts i and n refer to ion 
and neutral, respectively; it is the aver- 
age energy in the center of mass; R is 
the gas constant; and T is absolute tem- 
perature. 

The results (21, 22) are plotted in Fig. 
1. The data are well fitted by a straight 
line, but the slope, which should be unity 
if Eq. 6 is correct, is 0.44. If we rewrite 
Eq. 6 with the empirically measured 
slope, a, included, 

E* = aNEt (7) 

it will be apparent that a is a fraction 
and aN can be considered as the number 
of "active" vibrational modes. The fit 
of the line in Fig. 1 is quite good, but it 
is surprising that the fraction of active 
vibrations should be so nearly constant. 
Subsequent studies have shown that this 
is not always the case. 

Thermochemical Values for Ions and 

Free Radicals 

In view of the good fit of so many 
points to Eq. 7 with a = 0.44, we 
thought it would be useful to take advan- 
tage of this correlation to measure the 
excess energy at onset and thus deter- 
mine AHr for several decomposition reac- 
tions. From this we could then compute 
the heat of formation of an ion or neutral 
fragment of interest. In this way we de- 
termined the heats of formation of sev- 
eral oxygen-containing free radicals and 
of several positive ions (23, 24); of sev- 
eral hydrocarbon- and nitrogen-con- 
taining free radicals and positive ions 
(25); and of the halogen molecular nega- 
tive ions and several free radicals (26, 
27). Time-of-flight mass spectrometers 
were employed and translational en- 
ergies determined by peak shape anal- 
ysis (21-24, 26, 27), and a sector field 
mass spectrometer was used and trans- 
27 AUGUST 1976 

lational energy measured by the deflec- 
tion method (25). In all cases an average 
value of 0.44 for a was employed. The 
results, given in Table 1, are in reason- 
able agreement with results obtained by 
other methods, where such values were 
available. 

While the use of an average value of a 
at onset gave satisfactory empirical 
measurements of thermochemical prop- 
erties, there was always the possibility 
that some systems would deviate serious- 
ly from the average. With improved in- 
strumentation we accordingly set out to 
study the variation of Et with E* in each 

of several molecular systems. This is 
possible with dissociative resonance cap- 
ture produced by electrons or with pair 
production produced by photoioniza- 
tion, since in each case the energy in- 
troduced by the electron or the light 
remains with the system. We had only 
the electron capability, so our studies 
were limited to dissociative resonance 
capture processes. Since these are reso- 
nant processes they occur over only a 
limited energy range, usually 0.5 to 2.0 
ev. Although this range is not very great, 
it provides room for quite large varia- 
tions with most systems. Accordingly, 

Table 1. Heats of formation of ions and radicals for reactions in which an average value 
(a = 0.44) was used. 

Et AHf(kcal/mole) Ref- 
Compound Ion Radical Ap (ev) (kcal/ er- 

mole) Ion Radical ence _ . . . _ .~~~~~~~~~~~ec 
HCOOH 
CH3CHO 
C2H3CHO 
C2H5OH 
(CH3)20 
CH30NO 
CH3OC2H5 
CH3OCH2CI 
(CH3)2CO 
CH3COCI 
CH3COOH 
CH3COOH 
HCO2CH3 
HCO2C2H5 
C2H3CHO 
HCO2CH, 
CH3CO2CH3 
CH3ONO 
C2H,ONO 
CH3OC2H5 
(CH3)2CO 
CH3COOH 
HCO2CH3 
CH3NCS 
C2H5OH 
C2H5SH 
(CH3)2S 
C2H5NH2 
CH2C12 
CH2Br2 
CH212 
CH3C2H 
1-C4H8 
(CH3)3CCH =CH2 
1-Butyne 
(CH3)3CC-CH 
(CH3)2C =CH2 
1-C4H8 
iC4H8 
1-C4H6 
CH3NH2 
CH3NH2 
(CH3)2NH 
(CH3)3N 
C2H5NH2 
(C2H5)2NH 
(C2H5)3N 
BF3 
CCl4 
CBr4 
CHI3 
CH3CN 

HCO+ 
HCO+ 
HCO+ 
CH2OH+ 
CH30+ 
CH3O+ 
C2H50+ 
C2H5O+ 
CH3CO+ 
CH3CO+ 
CH3CO+ 
COOH+ 
CH30+ 
C2H50+ 
C2H3+ 
HCO+ 
CH3CO+ 
NO+ 
NO+ 
CH3+ 
CH3+ 
CH3+ 
CH3+ 
CH3+ 
H30+ 
H3S+ 
H3S+ 
NH4+ 
Cl+ 
Br+ 
I+ 
CH3+ 
CH3+ 
CH3+ 
CH3+ 
CH3+ 
CH3+ 
C3H5+ 
C3H5+ 
C3H3+ 
CH3+ 
NH2+ 
CH3+ 
CH3+ 
CH3+ 
CH+ CH3+ 
CH3+ 
F2- 
Cl2- 

Br2- 
12- 
CN- 

OH 
CH3 
C2H3 
CH3 
CH3 
NO 
CH3 
Cl 
CH3 
Cl 
OH 
CH3 
HCO 
HCO 
HCO 
CH3O 
CHO3 
CH30 
C2H50 
CH3OCH2 
CH3CO 
COOH 
HCO2 
NCS 
H + C2H2* 
C2H3 
H + C2H2* 
H + C2H2 
CH2C1 
CH2Br 
CH2I 
HC2 
C3H5 
C5H9 
C3H3 
C5H7 
C3H5 
CH3 
CH3 
CH3 
NH2 
CH3 
CH3NH 
(CH3)2N 
CH2NH2 
CH2N(C2H5)H 
(C2H5)2NCH2 
BF 
CC12 
CBr2 
CHI 
CH3 

13.03 1.1 
12.73 3.5 
13.30 3.0 
11.65 0.9 
11.95 4.6 
10.9 6.1 
11.30 2.4 
10.79 3.2 
11.32 2.5 
11.25 3.6 
11.75 2.3 
12.27 0 
12.23 2.7 
11.50 2.2 
13.64 2.1 
13.47 3.9 
11.37 1.6 
11.15 1.5 
11.69 1.6 
15.02 2.5 
15.36 3.9 
14.0 2.0 
13.71 <2.2 
14.63 3.8 
14.30 1.6(HO3+) 
12.41 1.3 
14.14 1.4(H3S+) 
12.72 1.9(NH4+) 
17.4 5.1 

4.4 
3.0 
3.6 
2.0 
2.9 
4.4 
2.5 
4.6 
1.2 
1.6 
1.3 
4.3 
3.8 
3.1 
2.6 
4.4 
2.0 
3.0 

23.2 
7.8 
0.7 
0.0 
2.2 

15.5 
13.2 
15.57 
14.17 
15.35 
15.09 
14.74 
16.39 
11.75 
11.80 
11.71 
14.48 
15.92 
14.79 
14.87 
15.61 
15.39 
16.74 
10.2 
2.3 
0.0 
0.0 
2.1 

199 
197 
196 
170 
164 
177 
141 
136 
148 
148 
142 
145 

7 
9 
8 

-2 
-3 
-4 
-6 

0 
-2 

-58 
5- 46 

84 

30.0 
38.9 
52.4 

130 
40 
19 
82 
59 
53 

41 

43.6 
39 
43 
37 
23 

143 
193 
190 
148 

222 
214 
263 

304 

-67 
-58 
-59 
-55 

25 

(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
(21) 
(24) 
(24) 
(24) 
(24) 
(26) 
(26) 
(26) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(27) 
(27) 
(27) 
(27) 
(22) 

*Two-step process. 
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the same abscissa. The thermal energy limit for 0- is shown by the dot-dash line. The arrow 
represents the onset determined by deconvolution. Fig. 3 (right). (*) Resonance curve for 
F- from NF3. (x) Translational energy (_F-) of F- from NF3. Both curves are plotted against 
the same abscissa. The arrows represent the onset determined by deconvolution. 

we undertook to measure the trans- 
lational energy of the ion across the reso- 
nance for several systems. 

A typical ionization efficiency curve 
and plot of translational energy, Ei, 

against electron energy are shown in Fig. 
2. It should be noted that the resonance 
(ionization efficiency) curve is broad- 
ened because of the energy spread in the 
electron beam. This broadening has been 
eliminated by the computer deconvolu- 
tion method of MacNeill and Thynne 
(28) based on an earlier method of Morri- 
son (29). The onset determined by decon- 
volution is shown by an arrow in Fig. 2. 
The translational energy curve rises lin- 

early with a slope of 12/28, as is required 
since the fragments are monatomic and 
all excess energy must go into trans- 
lation. Similar behavior was observed 
with NO; thus, we were convinced that 
this method was satisfactory. We have 
also employed an iterative computer 
method for the deconvolution of the 
TOF mass peaks to obtain both trans- 
lational energy distributions and average 
translational energies (30), and we recent- 

ly applied a modification of the retarding 
potential difference (RPD) technique (31) 
in measuring both the resonance curves 
and the deflection curves for determining 
translational energy (32) on the sector 
field mass spectrometer. Both the decon- 
volution and RPD techniques gave im- 

proved results. In the RPD technique the 
electron beam is pulsed alternately at 

energies differing by a small amount (usu- 
ally 0.05 to 0.1 ev) and the difference in 
intensities measured at various electron 
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energies until the appearance potential is 
reached. The method is useful in remov- 
ing the curvature in the ionization effi- 
ciency curve near onset. 

Figure 3 shows the resonance and 
translational energy curves for F- from 
NF3 (33). The resonance is unusually 
broad and the arrows show the onset ob- 
tained after deconvolution. Again the 
translational energy rises linearly across 
the resonance and from the slope we find 
a = 0.43. The appearance potential oc- 
curs at the lower energy limit of the po- 
tential energy curve of the parent ion as 
determined by the Franck-Condon prin- 

TiCI3 CI- 

2 3 4 5 6 7 8 

Corrected electron energy (ev) 

Fig. 4. Resonance and translational energy of 
TiCI3- and CF from TiCI4. The arrows in- 
dicate the onset determined by deconvolu- 
tion. All curves are plotted against the same 
abscissa. 

ciple. This lower energy limit occurs well 
above the decomposition asymptote so 
that the decomposition occurs with con- 
siderable excess energy, 9.3 kcal/mole of 
which appears as translational energy of 
F-. If the translational energy line is ex- 
trapolated to 0.9 kcal/mole (thermal ener- 
gy), one obtains the electron energy that 
corresponds to the heat of reaction, in 
this case -19 kcal/mole, which enables 
us to calculate Af(NF) = 8.8 kcal/ 
mole, in excellent agreement with the ac- 
cepted value. Only the neutral NF, can 
be vibrationally excited and in this case 
we find the vibrational energy at onset to 
be 20.1 kcal/mole. Within the energy res- 
olution of our instrument we expect the 
vibrational energy also to increase linear- 
ly across the resonance. The behavior of 
this system is typical of many that we 
have studied by these techniques. 

In Fig. 4 the resonance and trans- 
lational energy curves for TiCl;-and Cl- 
from TiCl4 are shown (34). The two ions 
are formed in quite different electron en- 
ergy ranges. It is especially noteworthy 
that for the TiCI3- ion a = 0.12 and, 
since TiCl1 has five atoms, N = 9, 
aN V 1; and Et =E*. Thus, essentially 
all of the excess energy has gone into 
translation. We have obtained almost 
identical results with the MX- ion 
(M = metal and X = halide) from sev- 
eral tetrahedral MX4 compounds. It is 
clear from these results that vibrational 
energy is not equally distributed; in fact, 
with these processes it is not distributed 
at all. In these systems it is probable that 
the MX3- ion retains its tetrahedral struc- 
ture and hence that no distribution of vi- 
brational energy occurs. 

On the other hand, a for the formation 
of Cl- is unusually large (0.72), in- 
dicating that the vibrational energy, if 
not completely distributed, is nearly so, 
as might be expected if the MX:3 moiety 
changed its structure during decomposi- 
tion, probably to a trigonal planar config- 
uration. Similar results were obtained 
with the X- ion from several MX4 com- 
pounds. It seems evident that C1- and 
TiCl- arise from different electronic 
states of TiCl,- and that this may be the 
cause of the difference in vibrational en- 
ergy distribution in the two processes. 
However, as will be observed in Table 2, 
Cl- and SnCI,- exhibit very similar be- 
havior, yet their appearance potentials 
differ by only 0.3 ev and so they prob- 
ably arise from the same electronic state 
of SnCl-. 

The translational energy of Cl- in Fig. 
4 is very nearly thermal at onset and 
from the a we compute E*v,t to be 8.2 
kcal/mole at onset. Now the heats of for- 
mation of TiCI4, TiCl:,, and Cl- are 
known (35) and when these are com- 
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bined with the corrected appearance po- 
tential, 110 kcal/mole remain unac- 
counted for. There is no a priori way to 
account for this energy. However, it 
must result in either electronic excitation 
of one of the fragments or further decom- 
position to form Cl- + Cl + TiCl2. If the 
latter is the case it seems probable that 
decomposition would occur stepwise; 
for example 

TiCI4 + e -* TiCl,-* + Cl (8a) 

I .- C1- + TiCI2 (8b) 

The onset for C1- is 43.8 kcal/mole 
above that for TiCl --, and since the latter 
had about 3 kcal/mole at onset, the for- 
mation of TiCI:-* (Eq. 8a) will have 
some 46.8 kcal/mole of excess energy. 
However, some 43.4 kcal/mole of this 
will be in translation, so that TiCI: -* will 
have only about 3.4 kcal/mole of vibra- 
tional energy. But about 30 kcal/mole is 
required if TiCl.-* is to decompose ac- 
cording to Eq. 8b, and hence this mecha- 
nism cannot account for the formation of 
Cl-. Mechanisms involving C12-* and 
TiCl2-* as intermediates, when sub- 
jected to similar dynamical arguments, 
also prove to be impossible, and we con- 
clude then that C1- is not formed along 
with Cl and TiCI1 or any other com- 
bination of neutrals. It follows then that 
either Cl- or TiCl must be electronically 
excited. Since C1- is isoelectronic with 
argon it would be expected to have a first 
excited state some 11.5 ev above the 
ground state, which is far greater than 
the energy to be accounted for. Thus we 
conclude that TiCI: is formed in an elec- 
tronically excited state some 4.8 ev 
above ground. 

In some systems two or more reso- 
nance states at different energies are ob- 
served for the same ion. For example, 
O- from SO2 exhibits resonances having 
maxima at 4.9 and 7.4 ev and onsets at 
4.2 and 6.6 ev (36). The lower-energy 
process involves the formation of SO in 
the ground (X3E-) state. In the higher-en- 
ergy process SO is formed in the a1',, 
state. 

When the resonances are well sepa- 
rated, as is true with O- from SO2, Cl 
from SiCIl, and so forth, such analyses 
are straightforward. However, some- 
times the resonances overlap so exten- 
sively that they cannot be separated and 
are indicated only by a broadening of the 
resonance curve. In one instance, F- 
from CF4, the existence of the second 
resonance was detected only because of 
the peculiar variation of the mass peaks 
(translational energy) across the reso- 
nance (33). These are indicated in Fig. 5. 
It is apparent from the shapes of these 
peaks that at low electron energy F is 
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formed with considerable energy. As the 
electron energy is increased a second, 
narrower peak appears superimposed on 
the broader one. These peaks change in 
width and in relative intensity with in- 
creasing electron energy until at the high- 
est energy only a trace of the broad peak 

is observed and the narrow peak has be- 
come dominant. This behavior indicates 
that F is formed by two different proc- 
esses, the one at the lower electron ener- 
gy having a large E*v,t and that at the 
higher electron energy having a low (qua- 
si-thermal) E*v,t. On this basis an ap- 

Table 2. Reactions in which a was determined explicitly and heats of reaction obtained by 
extrapolation to thermal energies. The symbols R and i indicate that the listed AHf values are 
respectively for the free radical and the negative ion formed by the process in question; values 
marked (a) are approximate. 

oi at AHf 
Compound Ion Neutral A,, onset (kcal Refer- 

product (ev) (kcal/ mole) ence 
mole) 

SO2 

SO2 

SO2 
SO2 
NF3 
NF, 
NF:i 
BF3 
BF3 
CF4 
CF4 
CF4 
C2Ff; 
C2F, 
C2F6 
C3F8 
C3F8 

Cyclo C4F8 
CYF, 
Cyclo C4F8 
Cyclo C4F8 
Cyclo C4F8 
Cyclo C4F8 
As4 

P4 

TiCI. 

TiBr4 

Til4 

SiCl4 SiCI4 
SiCl4 

SiBr4 
SiBr4 
GeCl4 
GeCl4 
GeCl4 
GeC14 
GeCl4 
SnCl4 
SnCI. 
SnCI4 
GeF4 

NbClI 
NbCI5 
TaCI, 
TaCl5 

0- 
0- 
SO- 
SO- 
F- 
F2- 
NF2- 
F- 
Fz- 

CF3- 
F- 
F- 
F- 
F- 
CF- 
F- 
F- 
CF3- 
F- 
F- 
F- 
CF3- 
As3- 
As2- 
As- 
P3- 
P2- 

P-*(?) 
TiCI3 
Cl- 
TiBr:,- 
Br- 
TiI3- 
I- 
Cl- 
Cl- 
C1- 
C1- 
SiCl2- 
Br- 
SiBr2- 
C1- 
C12- 
GeCl2- 
GeCl,- 
GeCl,- 
CI- 
SnCl2- 
SnCl3- 
F- 
GeF,- 
C1- 
NbCI4- 
Cl- 
TaCl4- 

SO(X3_-) 
SO (a la,) 
O(3P) 
O('D) 
NF2 
NF 
F 
BF2(2B2) 
BF 
F 
CF: 
CF3* 
C2F5 
C2F5* 
CF3 
nC3F7 
nC3F7*(?) 
C2F5 
C4F7* 
C4F7* 
C4F7* 

C3F5 
As 
As2 
As3 
P 
P2 
P3(?) 
Cl 
TiCl3* 
Br 
TiBr3* 
I 
TiI3* 
SiCl3 
SiCl3 
SiCl3* 
SiCI3* 
C12 
SiBr3* 
Br2 
GeCI3* 
GeCI2* 
Cl2 
Cl 
Cl 
SnCI3* 
Cl2 
Cl 
GeF3* 
F 
NbCl4* 
C1 
TaCI4* 
Cl 

4.2 
6.6 
4.5 
6.2 
0.6 
0.9 
0.9 

10.4 
10.1 
5.4 
4.65 

6.2-6.5 
2.1 
4.9 
2.2 
2.0 
4.0 
2.55 
3.7 
6.6 

10.0 
3.85 
3.51 
3.05 
3.61 
4.30 
3.90 
4.80 
3.1 
5.0 
2.4 

1.5 
2.2 
1.2 
0.9 
6.8 
6.8 
7.5 
5.2 
5.4 
4.4 
4.5 
5.2 
1.6 
3.9 
3.5 
4.8 
3.2 
8.4 
8.1 
3.4 
1.3 
4.0 
1.9 

1.0 
1.0 
1.0 
1.0 
0.43 

9 
0.61 
0.24 
0.33 
0.4(a) 
0.46(a) 
0.28 
0.26 
0.47 
0.25 

20.25 
0.6 
0.57 
0.53 

0.78 
0.43 
0.43 
0.43 
0.43 
0.43 
0.43 
0.12 
0.72 
0.14 
0.70 

0.73 
0.5 
0.43 
0.73 
0.36 
0.30 
0.40 
0.59 
1.00 
1.00 
0.93 
0.26 
0.26 
0.91 
0.3 
0.11 
0.57 
(0.43)t 
0.67 

0.67 

0.65 24 i 
6.9 46* 
0.65 25t 
0.65 39*i 
9.3 8.8 R 

-0 67.8t 
-0 -29.5 i 

9.4 122* 
18.4 66t 
4.0 51t 

16.8 - 130 R 
Thermal 4.0-4.3*(a) 
Thermal -210 R 
Thermal 67* 

1.35 55t 
Thermal -305 R 
Thermal -46* 

1.1 47t 
Thermal 44t(?) 

2.7 65* 
6.0 88* 
2.0 -174R 
1.03 38.6 i 
3.55 43.1 i 
3.3 57.6 R 
2.1 38.2i 
8.4 37.2 i 

Thermal .59.4 R(?) 
0.92 - 142.8 i 
1.17 110.7* 
1.05 - 108.1 i 
1.37 76* 

<-57.3i 
1.75 50.7* 
1.4 -81R 
2.2 -90 R 
2.3 119* 
6.6 119* 
3.2 -53 R 
4.5 107* 
2.8 -50i 
4.2 80* 
2.4 45* 
2.5 -59i 
1.4 - 133 i 
4.9 -130i 
4.4 75* 
2.7 ? 

11.8 - 158 i 
4.1 -180R 
3.74 -205 i 

Thermal 99* 
~-167i 

Thermal 101* 
~-166i 

(36) 
(36) 
(36) 
(36) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(33) 
(57) 
(57) 
(57) 
(58) 
(58) 
(58) 
(34) 
(34) 
(34) 
(34) 
(34) 
(34) 
(59) 
(60) 
(59) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(61) 
(61) 
(62) 
(62) 
(62) 
(62) 

*The A/f value reported is the transition energy; that is, the difference in electronic energy between the 
electronically excited species and the ground electronic state of the same species. Both species are taken as 
having thermal energies of translation, vibration, and rotation. tThe electron affinity is the difference 
between the heats of formation of the negative ion in question and the corresponding neutral radical or 
molecule, both being in their ground states. SCalculated by employing an electronic transition energy of 
5.37 ev. 
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Corrected electron energy (ev) 

Fig. 5 (left). Curves of overlapping resonances Ez Excess energy (ev) 
of F- from CF4 and the approximate trans- 
lational energies of F- for the two processes. Note the changing shape of the mass peak with in- 
creasing electron energy; this shows the development of a second process giving F- with a small 
translational energy and the decay of the process giving F- with a large translational energy with 
increasing electron energy. The arrows on the abscissa indicate the onsets of the two processes. 
All curves are plotted against the same abscissa. Fig. 6 (right). Translational energy in the 
center of mass plotted against excess energy for P,- from P4. (Solid line) Experimental curve (58). 
(o) Values calculated by direct count of states from QET (48), Eq. 2. (x) Values calculated by 
direct count of states from phase space treatment (48), Eq. 10. (Dashed lines) Upper limits 
calculated from Eqs. 11 and 12. 

proximate value for the second onset 
was deduced. Although the result was 
not as accurate as would be desired, it 
showed definitely that CF3 was formed in 
the ground electronic state with large vi- 
brational and translational energy at the 
lower electron energy, but in a quasi- 
thermal but electronically excited state 
at higher energy. The electronic transi- 
tion for the excited CF3 was approxi- 
mately 4 to 4.3 ev. 

We have studied the negative ions 
from a considerable number of com- 
pounds and the results are summarized 
in Table 2. Electron affinities and heats 
of formation of several species have 
been established. A surprising number of 
products appear to be formed in elec- 
tronically excited states and in most of 
these the transition energy has been de- 
termined. 

Several other investigators have stud- 
ied the energy partitioning in dissociative 
resonance capture processes. Chantry 
has measured the translational energy 
distribution in O- from CO2 (37) and O- 
from N20 (38). Schulz and associates 
(39-41) have studied 0- from CO2. Chan- 
try and Schulz (42) have measured the ki- 
netic energy distribution in 0--02 along 
with the appearance potential in order to 
determine the electron affinity of O. The 
experimental devices used by these 
workers employed electron beams with a 
narrow energy spread (0.05 to 0.1 ev) 
and thus they were capable of detecting 
details that we have not been able to de- 
tect until recently. There has been gener- 
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al agreement between their work and 
ours, but there is one exception. Schulz 
and co-workers (40, 41) have shown the 
various vibrational levels with which CO 
is formed together with O- from CO2. 
They did not measure the translational 
energy of O- in these experiments. How- 
ever, E* = Ev + Et, and at all points 
across the resonance their values of ev 
E*, so translational energy would appear 
to be small in these experiments. The 
early work of Schulz (39) and that of 
Chantry (37) and our own results disagree 
with this. We do not understand this dis- 
agreement but suspect that Schulz's re- 
cent experiments may have discrimi- 
nated seriously against ions of high ki- 
netic energy. 

Tests of Statistical Theories 

So far we have taken advantage of an 
empirical relationship to obtain several 
thermochemical and electronic transition 
values. Comparison of the values ob- 
tained for a shows that the classical sta- 
tistical treatment usually does not give 
results that agree with experiment. We 
have accordingly employed some of our 
data along with more sophisticated statis- 
tical treatments in an effort to ascertain 
whether agreement between theory and 
experiment might be found. 

We early recognized that the assump- 
tion of the quasi-equilibrium theory that 
a decomposing molecule is a set of loose- 
ly coupled harmonic oscillators is not sat- 
isfactory. Also, as stated above, a sound 

evaluation of Eq. 2 would employ a di- 
rect count of vibrational states to deter- 
mine the density of states. We applied 
such a treatment including zero point 
energies to the fragmentation of several 
positive ions for which we had experi- 
mental data (43). The results, while 
somewhat closer to the experimental val- 
ues than those obtained with Eq. 5, were 
not in satisfactory agreement for higher 
translational energies but were in fair 
agreement at values of Et 2 to 3 kcal/ 
mole. Several ions were treated as both 
loose and tight complexes. The latter 
gave somewhat better agreement with ex- 
periment but the agreement for the high- 
er-energy systems was not satisfactory. I 
will show below that a direct count of 
states also fails to give agreement with 
experiment for kinetic energy release in 
dissociative resonance capture process- 
es. 

On the other hand, a number of investi- 
gators have successfully employed the di- 
rect count of states to predict the rates of 
decomposition of positive ions and from 
them to compute the relative intensities 
of mass spectral fragment ions (44). The 
computations of the various rate con- 
stants employed the same direct count of 
vibrational energy and states used by 
Spotz et al. (43) in computing the trans- 
lational energies. We do not understand 
why this statistical treatment gives good 
results in the evaluation of rate constants 
and poor results in the evaluation of ener- 
gy partitioning. However, the statistical 
theory is now generally accepted as the 
correct explanation of the rate of ionic 
decomposition. 

Many mass spectra include so-called 
metastable peaks. In magnetic in- 
struments these occur at nonintegral 
masses and are due to fragment ions 
formed in the analyzer. Thus they result 
from decomposition of long-lived meta- 
stable species. Cooks et al. (45) have 
shown that the widths and shapes of 
these peaks can be used to deduce the 
translational energy released during de- 
composition and with the use of the equa- 
tion 

( Et N-1 

E) (9) 

have been able to deduce the activation 
energy of the reaction. Here v is a fre- 
quency and Et and E are activation 
energy and total energy, respectively. 
Where the heat of reaction is known, it 
is possible to ascertain whether the re- 
verse reaction involves an energy of 
activation and, if it does, to determine its 
magnitude. The reverse reaction is, of 
course, an ion-molecule one, and the acti- 
vation energies of several such reactions 
have been determined in this way. 
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Ez Excess energy (ev) 

Fig. 7. Translational energy in the center of 
mass plotted against excess energy for F- 
from C3F8. (*) Experimental points (33). 
(Dashed line), Values calculated by direct 
count of states from QET (48), Eq. 2. (Curved 
solid line) Values calculated by direct count of 
states from phase space treatment (48), Eq. 
10. (Straight solid line) Upper limit for classi- 
cal QET treatment, Eq. 11. 

In a further effort to improve the sta- 
tistical treatment of energy release, Klots 
(46) has derived Eq. 10 for the average 
translational energy. Klots employed the 
quasi-equilibrium hypothesis for the re- 
verse ion-molecule reaction to form a 
loose transition state and microscopic 
reversibility to derive the translational 
energy in the unimolecular fragmenta- 
tion. He assumed that angular momen- 
tum is small. He argued that this is equiv- 
alent to the phase-space formalism (47) 

FtJ 
* 

p(,)(E* - 
E,)+ Idev 

J 0 

* p(ev)(E* - Ev)SdE 0 

where p is the density of vibrational 
states in the products and F and S are 
constants that depend only on the geome- 
try of the reacting system. If the classical 
density of states is employed with Eq. 
10, the expression reduces to it = E*/ 
N', where N' differs from N, the number 
of oscillators in the parent ion, by no 
more than 2. Thus, for O- from CON, 
N = 3. In this formulationN' = 2.5, cor- 
responding to an a of 0.83 in our termi- 
nology. Measurements in our laboratory 
yield an aN of approximately 1.5. Thus, 
in the classical approximation Eq. 10 does 
not predict the experimental results. With 
more complex molecules having a larger 
number of vibrational degrees of free- 
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dom, the Et's calculated by the pt 
space and quasi-equilibrium mete 
will approach each other and both wi 
most cases give values considerably 
than the experimental ones. 

It was mentioned above that tr 
lational energies of positive ion fragn 
tation processes were computed by u 
a complete count of vibrational sta 
The data employed were necessarily 
ited to the energies at onset, and thus 
variation of translational energy ov 

range of excess energy in a single sys 
could not be determined. As sh4 
above, this is readily accomplished 
negative ions formed by dissociative 
onance capture processes. Accordin 
Carter (48) has calculated the tr 
lational energies for several such 
cesses by both Eqs. 2 and 10, using , 
rect count of states and including 
zero point energies as discussed 
Whitten and Rabinovitch (49). The 
sults with the direct count of st 
agrees with those obtained with the ( 
sical distribution function, excepl 
small vibrational energies (less 
about twice the average zero point e 
gy). The upper limits of the translati 

energy according to the quasi-equil 
um theory (QET) (Eq. 2) and the p] 
space theory (Eq. 10) may be written 

E* + Ez 
it < = (QET) 

N 

E* + Ez' 
Et < = (phase space) 

N' 

where Ez is the zero point energy of 
activated complex and Ez' is the sui 
the zero point energies of the product 

Figures 6 and 7 compare experim( 
results for the processes P2-g from P1 
F- from C:,F with values calcul 
from Eqs. 2 and 10 by employing di 
counts of states. The upper limits 4 
calculated from Eqs. 11 and 12 are 
shown. Although the values calcul 
with the phase space theory (Eq. 10' 
somewhat larger than those calcul 
with the quasi-equilibrium theory 
2), neither gives results in agreer 
with experiment. 

Trajectory Calculations 

In view of the consistent failure of 
tistical models to predict translati 
energies, Carter (48) has approached 
problem by the use of classical trajec 
calculations. The calculations were 
plied to the O--CO2 process and \ 
based on a model that approache( 
nearly as possible to CO2- (50). By c 
puting the results of a large numbe 

CO2 trajectory 
E*=1.5 ev 

Lifetime=0.24 psec 

* A,/ X / \ 

3!- 

CL 2 

C ii 
0! In 

0 1t 
0C I 

.1 o 

/> 

1 2 3 4 

0-CO separation (A) 

;tem Fig. 8. Typical trajectory for the separation of 
own O-from CO 2 
with 
res- 
igly, trajectories, it became possible to com- 
ans- pare the dynamic results to those of sta- 

pro- tistical theories applied to the model. 
a di- Bunker (51), Kuntz et al. (52), and others 
the have made similar trajectory calculations 
by but with little emphasis on energy parti- 
re- tioning in unimolecular processes. 

ates Earlier, Le Roy (53) pointed out that 
:las- the translational energies of positive ions 
t at obtained by Haney and Franklin (21) and 
than by DeCorpo et al. (22), which were not 
ner- in agreement with statistical theories, 
onal could be understood in terms of a dynam- 
ibri- ic or rate process. Our later data on nega- 
hase tive ions are much better suited to the 
as evaluation of the dynamical treatment be- 

cause of the availability of a range of 
energies from the same system. 

(11) In these computations Carter (48) as- 
sumed that CO2- was formed with the 
ground state configuration of CO2, but 

) with various amounts of excess energy. 
Several trajectories were obtained with 

f the each value of E* and the average distribu- 
m of tions of translational, vibrational, and 
Ls. rotational energy were calculated. A typi- 
sntal cal trajectory is given in Fig. 8. In Fig. 9 
and the results of 200 such trajectories are 

ated plotted as points for comparison with 
irect curves of translational energy by the qua- 
of Et si-equilibrium and phase space methods. 
also The QET results fall below the trajectory 
ated calculations and the phase space results 
) are fall below but closer to the trajectory re- 
ated suits. Lines showing the results obtained 
(Eq. by Hadley (30) using data of Harland 
nent (54) by the TOF method and data of 

Carter (32) by the deflection method are 
also shown. Although the results by the 
two experimental methods differ slightly, 
both, especially below E* = 1 ev, are in 
rather good agreement with the trajec- 

sta- tory calculations. Above E* = 1 ev the 
onal trajectory results scatter badly and tend 
I the to fall below the experimental curves. 
tory We do not understand this behavior at 
ap- the higher excess energies. If we com- 

vere pare the fraction of excess energy in rota- 
d as tion, vibration, and translation as deter- 
:om- mined by the phase space and trajectory 
;r of methods, we find that for E* = 1 ev 

731 

Et - 



both methods give about 40 percent in vi- 
brational energy, but the trajectory meth- 
od gives 55 percent in translation and 
only 5 percent in rotation, whereas the 
phase space calculation gives 40 percent 
in translation and 20 percent in rotation. 

It is obvious that much remains to be 
done both experimentally and theo- 
retically if energy partitioning is to be un- 
derstood. It is desirable to make dis- 
sociative resonance capture measure- 
ments with an electron beam of narrow 
energy spread. Schulz and co-workers 
(40, 41) have made a beginning by mea- 
suring the resonance curve of O- from 
CO2 with an electron beam having a full 
width at half-maximum of 0.05 ev; they 
were able to detect three vibrational 
states of the product CO. However, they 
did not measure translational energies 
and their intensities were so small that it 
was necessary to average for a very long 
time. We have made a start at measuring 
both resonance curves and translational 
energies by using a modification of the 
RPD technique (31) as was mentioned 
above. The energy resolution, although 
less than that of Schulz, seems quite 
good and offers promise of giving much 
better results than have been possible 
previously. 

Our translational energy data taken by 
the peak shape analysis and deflection 
methods agree quite well at low energies 
(Ei < 13 kcal/mole) but in some cases dif- 
fer considerably at higher energies. This 
failure appears to be instrumental in ori- 
gin and may well result from the two 
methods of collecting ions from the ion- 
ization chamber. The TOF instrument 
collects ions whose initial trajectories 
are parallel to the flight tube, whereas 
the sector field instrument collects ions 
whose initial trajectories are per- 
pendicular to the analyzer. It is known 
that some processes do not occur isotrop- 
ically but prefer certain orientations to 
the electron beam (55, 56). We have de- 
signed an instrument to measure ion in- 
tensities and energies as a function of 
angle of flight relative to the electron 
beam. Translational energies would be 
determined by the retarding potential 
method, which has the advantage of 
being independent of the orientation of 
the initial trajectory of the ion. 

Carter's initial trajectory studies have 
given much better agreement with experi- 
mental results than have any of the statis- 
tical methods we have applied. Unfortu- 
nately, the computational problem in- 
creases exponentially with the number of 
atoms in the molecule and becomes al- 
most unsurmountable for molecules hav- 
ing five or more atoms. Ultimately, the 
trajectory calculations should be based 
on quantized vibrations. 
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0' 
0 1,0 2.0 3.0 

Excess energy (ev) 

Fig. 9. Experimental and calculated curves 
for translational energy in the center of mass 
plotted against excess energy. (Solid lines) 
Values calculated by QET and phase-space 
theory and for the case et = E*. (e) Values 
resulting from trajectory calculations (48). 
The line made up of long dashes represents 
experimental results obtained by the deflec- 
tion method (32); that of short dashes repre- 
sents experimental results obtained by peak 
shape analysis (30). 

Thus, while much progress has been 

made, it is clear that both experimental 
and theoretical studies that probe deeper 
into the decomposition process are 
needed if energy partitioning is to be un- 
derstood. 
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