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The Four-Color Conjecture: A Computer-Aided Proof 

The four-color conjecture, which 
posed one of the most famous and, many 
believe, one of the most difficult prob- 
lems in mathematics, has now been 
proved true. Since this conjecture is so 
well known and since it is easy to state, 
countless amateur and professional math- 
ematicians have devoted large portions 
of their lives to attempts at proving or 
disproving it, and countless erroneous 
"proofs" have been advanced. The most 
recent proof, however, differs from its 
predecessors in that it is accepted by 
experts in the field of combinatorics, 
who are intimately involved with ramifi- 
cations of the four-color conjecture. 
Moreover, these experts include some of 
the greatest skeptics of previously ac- 
claimed "proofs." 

The four-color conjecture can be most 
simply stated as a problem in map color- 
ing. A map consists of a division of a 
plane into regions. For example, a map 
of a state divided into counties is such a 
division. Coloring a map consists of as- 
signing colors to the regions of the map. 
According to the conjecture, the regions 
of any map on the plane can be colored 
with four or fewer colors so that no two 
adjacent regions are assigned the same 
color. Many maps have been devised that 
cannot be colored in this way with fewer 
than four colors so mathematicians knew 
that at least four colors are necessary to 
color any arbitrary map. To resolve the 
four-color conjecture, then, it was neces- 
sary either to show that every map that 
can be drawn on the plane can be colored 
with four colors or to find a counter- 
example. Recently Jean Mayer of Uni- 
versit6 Paul Valery in Montpellier, 
France, proved that if any map existed 
that could not be colored with fewer than 
five colors, it would have to have at least 
96 regions. Thus mathematicians knew 
that if the conjecture was false, it would 
be extremely difficult to find a counter- 
example. 

The method finally used to prove the 
four-color conjecture is an old method- 
it was first suggested by A. B. Kempe in 
1879-that turned out to be extremely 
difficult to implement. The proof was 
carried out by Kenneth Appel and Wolf- 
gang Haken of the University of Illinois. 
According to Appel, their method of 
proof had never before worked for the 
four-color conjecture because so many 
maps needed to be analyzed that a com- 
puter was required to carry out the neces- 

sary calculations. Appel estimr 
the proof required about 10 billi 
decisions and Haken reports 
calculations would take about 
on a very fast existing compute 
and Haken did not use such a 
for all their calculations, so thei 
tions actually took about 1200 
computer time.) 

Appel and Haken followed 
mathematical convention of c( 
maps to graphs in order to a 
four-color conjecture. (A graph 
points connected by lines.) E- 
can be associated with a unique 
identifying each region with a v( 
connecting two vertices of the 
their corresponding regions of 
have a common boundary (Fig 
four-color conjecture for ma 
translates into the statement 
colors are sufficient to color the 
of any graph on the plane, so th; 
vertices connected by a line are 
the same color. 

The essence of the proof by P 
Haken is as follows. They found 
tion totaling 1936 graphs with th 
ty that any graph drawn on t 
must contain at least one of 
graphs within it and that each of 
graphs is what is known as a 
configuration. It had been pi 
shown that if every graph cc 
reducible configuration, then 
color conjecture is true. Theref( 
Appel and Haken showed th 
possible graph on the plane 
one of their set of reducible c 
tions, they showed that every 
graph can be colored with at r 
colors. 

Appel and Haken used a cor 
find a means to specify, by han 
of 1936 graphs that are contair 
other graphs and they and their 
John Koch used a computer 
that each of the 1936 graphs is a i 

A 
Fig. 1. (A) A map that cannot be co 
fewer than four colors so that no tw 
regions are assigned the same colo 
graph corresponding to (A). 

rates that configuration. Proving that a particular 
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went on to another graph. They point out 
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very map possible that a smaller set of reducible 
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at no two been proved true, what lies ahead for 
assigned those who have devoted their lives to 

this problem and problems that grew out 
\ppel and of it? The predominant response among 
I a collec- mathematicians is that it is unlikely that 
e proper- the resolution of this conjecture will 
,he plane change the character of research. Some 
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nputer to tremendous developments in the field of 
d, the set combinatorics and have provided a ma- 
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William Tutte of the University of Wa- 
terloo in Canada is an example of a math- 
ematician who has seriously studied vari- 
ous aspects of the four-color conjecture 
and who expects life to go on as usual 
now that it is proved. Tutte, who was 
skeptical of and found an error in a pre- 
vious well-publicized "proof' of the 
four-color conjecture, believes that Ap- blored with o adjacent pel and Haken have really proved this 
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the average number of colors sufficient 
to color various collections of graphs. 
This problem, although tied to the four- 
color conjecture, is not solved by the 
resolution of the four-color conjecture. 

Since the proof by Appel and Haken 
required that so many logical decisions 
be executed by a computer, it raises the 
question of whether there is some sim- 
pler way to obtain the result and, if not, 
whether the computer proof can be 
trusted. Such dilemmas arising from the 
increasing likelihood that computers will 
be used to yield otherwise unobtainable 
results in mathematics are a subject of 
heated debate among mathematicians and 
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computer scientists (Science, 4 June 1976, 
p. 989). Some graph theorists believe that 
their colleagues will continue to search 
for a proof of the four-color conjecture 
that does not rely on a computer. On the 
other hand, even those who believe in the 
method used by Appel and Haken are 
bound to check their calculations. In fact, 
Frank Allaire of the University of Mani- 
toba in Canada and Edward Swart of the 
University of Rhodesia are attempting to 
prove the four-color conjecture by a 
method analogous to that of Appel and 
Haken but with different computer 
algorithms. 
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then, does not put an end to anything in 
mathematics except perhaps the specula- 
tion that this problem could not be 
solved. Research on problems derived 
from the four-color conjecture continues 
unchanged, and the search for a simpler 
proof of this conjecture is not likely to be 
abandoned. Some mathematicians, 
though, believe that the requisite use of a 
computer to solve this problem may her- 
ald a new era in mathematics research in 
which human theoreticians find them- 
selves increasingly relying on computers 
for unavoidable calculations that will 
prove necessary to solve difficult prob- 
lems.-GINA BARI KOLATA 
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Computers: Helping to Study Nerve Cell Structure Computers: Helping to Study Nerve Cell Structure 
As neurobiologists probe more deeply 

into the function of the nervous system 
their need for quantitative data about 
nerve cell structure increases. They 
want to know, for example, about the 
branching patterns of neurons, about the 
number of connections that one neuron 
makes with others, and about how these 
properties are altered by genetic and en- 
vironmental changes that affect behav- 
ior. The idea is to correlate structure 
with function. 

But neurons normally have many 
branched projections that extend in a 
three-dimensional network over dis- 
tances that are large compared to the 
size of typical cells. Thus, determining 
complete neuronal structures by stan- 
dard cytological techniques is both 
tedious and time-consuming. More im- 
portant, the structural data so acquired 
are difficult to store and record in useful 
form. Recently, however, a number of 
investigators have developed computer- 
assisted systems that gather, store, and 
analyze neuroanatomical data. The sys- 
tems are helping to put neuroanatomy on 
a quantitative basis. Moreover, many in- 
vestigators think that the systems are 
now producing information that could 
not otherwise be obtained. 

Reconstruction of the three-dimen- 
sional structure of neurons is one of the 
principal uses of the computer systems. 
Several investigators have developed 
them for this purpose. They include W. 
Maxwell Cowan, Donald Wann, and 
their colleagues at the Washington Uni- 
versity School of Medicine, Cyrus Levin- 
thal of Columbia University, with Ran- 
dall Ware, who is now at the California 
Institute of Technology, Paul Coleman 
and William Simon of the University of 
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Rochester Medical Center, Rudolfo 
Llinas and Dean Hillman of the Universi- 
ty of Iowa, and Robert Lindsay of the 
University of California in Los Angeles. 

One way to define the three-dimen- 
sional structure of a neuron is to deter- 
mine the spatial coordinates of its ana- 
tomical features. A neuron consists of a 
cell body, several dendrites, and usually 
one axon. The axon is a long projection 
that carries nerve impulses away from 
the cell body to the target neurons or 
other target cells. The dendrites, which 
frequently have a treelike branched 
structure, transmit incoming impulses 
from other neurons toward the cell body. 
Knowing the x, y, and z coordinates of 
features such as the points of origin of 
the dendrites on the cell body and their 
branch and end points would enable the 
investigator-or the computer-to recon- 
struct the dendrite structures. 

Some systems use computer-assisted 
microscopes to obtain the coordinates 
directly from preparations of stained 
nerve tissue. The stain most often used is 
the Golgi stain, which is named after 
Camillo Golgi, who developed the tech- 
nique in 1873. It involves impregnating 
neurons, usually in brain or spinal cord, 
with silver. The silver normally stains 
only a small fraction of the nerve cells in 
the tissue, but these stand out clearly 
against a translucent background. Im- 
pregnation of the dendrites is virtually 
complete, although the axon may or may 
not be stained. The stained nerve tissue 
is then sliced into relatively thick (about 
100 micrometers) sections and placed on 
slides for microscopic study (Fig. 1A). 

The stage controls of any microscope 
move the slide in the x and y directions. 
Adjustment of the focus control deter- 
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mines the depth of the focal plane being 
examined; this is the z direction. The 
stage and focus controls of the comput- 
er-assisted microscopes are driven by 
stepping motors, which move the con- 
trols in small increments determined by 
the investigator. The motors are hooked 
up with the computer in such a way that 
the movements of the controls can be 
monitored and their positions recorded 
when the feature of interest has been 
brought into sharp focus. 

Most of the current systems are con- 
sidered semiautomatic because they re- 
quire a human operator to track the neu- 
ronal projections by manipulating the 
motor controls and to signal the comput- 
er when to record a set of coordinates for 
a particular feature. The operator must 
first select a structure, usually the cell 
body, to serve as a reference point from 
which the coordinates are measured. 

Many investigators think that fully au- 
tomatic recognition of patterns as com- 
plex as those of neuronal structures are 
beyond current capabilities to devise pro- 
grams for the computer. Although Cole- 
man, for example, has designed a system 
that focuses on and tracks dendrites auto- 
matically, it still requires an operator to 
monitor the process and to make correc- 
tions if needed. The operator must also 
answer the computer's queries about 
identification of end and branch points. 
This system reduces but does not elimi- 
nate the need for an operator. 

However, the computers of even the 
semiautomatic systems are programmed 
to "remember" branch point positions 
and to return to them automatically in 
order to insure that all the branches are 
tracked. In other words, computers have 
good memories but poor pattern discrimi- 
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