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High Rydberg Atoms: Newcomers 
to the Atomic Physics Scene 

The availability of new technology has paved the way 
for studies of these huge and fragile atoms. 

Ronald F. Stebbings 

Normal atoms are so small that a bil- 
lion of them placed in a row would 
stretch only a few inches. However, if 
they are perturbed in certain ways their 
size may be vastly increased. They may, 
in fact, attain the dimensions of small 
biological molecules and become as large 
compared to normal atoms as such 
atoms are compared to their nuclei. The 
consequences of such a change are nu- 
merous and fascinating. It becomes nec- 
essary, for example, to consider the limit- 
ing size of an aperture through which 
such atoms can pass. It is amusing to 
recognize that because of their great 
size, the probability of finding other 
atoms "inside" them becomes appre- 
ciable even at quite low pressures. 

To gain an understanding of these 
curiosities one may begin by noting that 
the allowed energy states of the hydro- 
gen atom are given with good accuracy 
by the expression 

13.6 
E, =- ev 

n2 

where n, the principal quantum number, 
takes positive integral values. It is cus- 
tomary to represent these states by the 
term diagram shown in Fig. 1, where 
their energies are given in electron volts 
relative to the ground state (n = 1) and 
in wave numbers, in units of reciprocal 
centimeters where 1 ev = 8065.7 cm-l, 
relative to the ionization limit (n = c). 
Transitions between these states give 
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highly excited states of atoms other than 
hydrogen. However, for sufficiently 
large values of n, a high Rydberg atom of 
any species consists of a single excited 
electron far removed from its ionic core. 
If the electron has sufficient angular mo- 
mentum that it does not appreciably pen- 
etrate the core, the remaining electrons 
will effectively screen from it all but one 
nuclear charge, so that it moves essen- 
tially in a Coulomb field of unit charge. 
Such atoms thus very closely resemble 
hydrogen. 

The motivation for studying such 
atoms is quite varied. Apart from their 
intrinsic interest, they are pertinent to 
such diverse fields as laser development, 
laser isotope separation, energy deposi- 
tion in gases, plasma diagnostics, and 
radio astronomy, to name a few. 

Production of High Rydberg Atoms 

To date, production of high Rydberg 
atoms has been accomplished by three 
techniques. 

1) Charge transfer between X+ and Y 

X+ + Y -- X** + Y+ 

where X** is a high Rydberg atom. 
2) Electron impact excitation 

e + X e + X** 

e + X2 - e + X 

-- e +X2** 

where e is an electron. 
3) Photon impact 

hv + X-> X(nl) 

where hi is a photon and I is the azi- 
muthal quantum number. 

High Rydberg atoms produced in 
charge transfer collisions of fast ions dur- 
inrg passage through a gaseous target 
have been studied by several investiga- 
tors. Riviere and Sweetman (1) observed 
the production of hydrogen atoms in 
states with n = 9 to 23 and Il'in et al. (2) 
investigated the production of helium 
atoms in states with n = 9 to 17. Bay- 
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rise to groups of lines such as those of 
the well-known Lyman and Balmer se- 
ries. Until quite recently interest was 
focused primarily on the first few excited 
states, with n up to about 5. However, 
this situation is changing rapidly, and a 
number of experimental and theoretical 
investigations of much more highly ex- 
cited atoms (n up to - 80) are currently 
under way. 

For these "high Rydberg" states the 
Bohr model of the hydrogen atom, in 
which an electron moves in orbit around 
a proton, may be taken seriously. A few 
classical properties of the hydrogen atom 
are given in Table 1 for arbitrary n and 
for n = 1 and 100. It is immediately evi- 
dent that highly excited atoms have 
some quite astonishing characteristics 
and bear little resemblance to unexcited 
atoms. An example is their enormous 
size. Their geometric cross section 
scales as n' and for n = 100 is 10s times 
that for ground state atoms. For highly 
excited atoms the electron is only very 
weakly bound to the proton. The energy 
required to ionize hydrogen atoms with 
n = 100 is, for example, only 1.36 mev, 
and such atoms are therefore extremely 
fragile. Furthermore, the energy separa- 
tion between adjacent excited states var- 
ies as n-3. For n = 100 this separation is 
2.7 x 10-5 ev or 0.21 cm-1 and excitation 
of atoms to a single highly excited state 
therefore necessitates a technique with 
extremely high energy resolution. 

Many of the present studies concern 



lonization (ev) /////////////////////////////// 
'limit 5 F 

3 , , 1I 
Paschen 

20,000 

Balmer 

40,000 

60,000 

80,000 

100,000 

n=1l 
Lyman 

Fig. 1. Partial term diagram for hydrogen. 

field and Koch (3) have studied mixtures 
of highly excited hydrogen atoms within 
the range 44 < n < 69 and observed that 
at kilovolt energies the cross section for 
production of high Rydberg atoms scales 
asn-:3 

The technique of electron impact exci- 
tation has been used quite widely. Cer- 
mak and Herman (4), Hotop and 
Niehaus (5), Kupriyanov (6), and Shi- 
bata et al. (7) have all used this method 
to produce beams of high Rydberg atoms 
with an unknown mixture of n in the 
range n = 20 to 40. Recently Freund and 
his colleagues (8) have examined the 
high Rydberg particles produced by exci- 
tation of various atoms and molecules. 
Representative of these measurements 
are those for H2 (9, 10) in which a beam 
of electrons with energy in the range 20 
ev < E < 100 ev and an energy spread 
AE - 0.3 ev was crossed with an H2 
beam. High Rydberg species emerging 
from the collision region at right angles 
to the electron and hydrogen beams were 
detected at a distance of about 20 cm 
from the interaction region. Time-of- 

flight studies led to the identification of 
five distinct high Rydberg components, 
for each of which an excitation mech- 
anism has been proposed. Donohue 
et al. (10) observed states with n be- 
tween 14 and 80. The population peaks 
between n = 17 and n = 40, depending 
on the flight time from the interaction 

region to the detector, decreasing as n-3 

at large n and decreasing at small n due 
to radiative decay. Relative and absolute 
excitation cross sections were deter- 
mined. 

The main limitation of both these ex- 
perimental techniques is that in neither 
case can a beam of atoms in a single high 
Rydberg state be produced. The energy 
resolution needed to achieve this is, in 
fact, attainable at the present time only 
by optical means. Much of the pioneer- 
ing work in this was carried out by 
Chupka (11) using the highly dispersed 
light from a continuum source. In this 
manner highly excited rare gas atoms 
with n up to about 25 were excited direct- 
ly from the ground state and many of 
their properties have been studied. 

It is the growing availability of tunable 
lasers, however, that has provided the 
impetus for the current surge of activity 
in this field. At the present time tunable 
lasers are, by and large, restricted to 
wavelengths longer than 2300 A (12), 
which corresponds to photon energies a 
little above 5 ev. Because of this limita- 
tion the highly excited states of most 
atoms are not directly accessible in a 
single-photon absorption from the 
ground state with a laser, and various 
excitation schemes have been devised to 
circumvent this problem. 

In one such approach Stebbings et al. 
(13) produced high Rydberg atoms of 
xenon in a two-step process incorporat- 
ing both electron and photon excitation, 
as illustrated in Fig. 2. In these ex- 
periments a beam of ground state xenon 
atoms was excited with an electron 
beam, and metastable atoms in the 3P0 

state were produced. These atoms were 
then irradiated with the output of a 
pulsed tunable dye laser, which resulted 
in the population of highly excited p and 
f states with n in the range 8 to 40. The 
identity of these excited levels was estab- 
lished unambiguously by a comparison 
of their term values with those obtained 
by an extrapolation from the previously 
tabulated lower members of these series. 
The excitation off states is an apparent 
violation of the selection rule Al = + 1. 
In reality, however, it is an indication 
that one or both of the levels involved in 

Table 1. Properties of the hydrogen atom. 

Property n = 1 Arbitrary n n = 100 

Radius of Bohr orbit (cm) a = 5.3 x 10-9 n2ao 5.3 x 10-5 
Geometric cross section (cm2) 7ra = 8.8 x 10-17 n4rra 8.8 x 10-9 
Binding energy, |E,l (ev) RH = 13.6 RH/n2 1.36 x 10-3 
Root-mean-square velocity of electron v5 = 2.2 x 108 vl/n 2.2 x 106 

(cm/sec) 
Separation of adjacent n levels (ev) 2RH/n3 2.7 x 10-5 
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Fig. 2. Production of high Rydberg atoms in a 
two-step process incorporating both electron 
and photon excitation. 

the transition are better described by 
superposition of configurations. 

High Rydberg states of sodium have 
been populated by using the process, 
illustrated in Fig. 3, in which stepwise 
excitation to high-lying s and d states is 
accomplished by two pulsed dye lasers 
excited by the same N2 laser. One dye 
laser is used to saturate the D1 line at 
5890 A, creating a large population in the 
3p state, while the second laser excites 
transitions from this state to the high- 
lying s or d states. In this manner states 
with principal quantum numbers be- 
tween 5 and 40 have been individually 
populated (14,15). 

The identity of the excited levels was 
determined as s or d by Ducas et al. (15) 
with a refinement of this technique, 
which takes advantage of the fact that 
the selection rules for stepwise two-pho- 
ton processes are influenced by nuclear 
coupling in the intermediate state. The 
electron-nucleus hyperfine interaction 
mixes states of different quantum num- 
bers mj and m, (where hJ and hI are the 
electron and nuclear angular momenta) 
to create a state of total angular momen- 
tum hF. This tends to scramble together 
states of all possible values of mj and m, 
that satisfy mj + m, = ml.. As a con- 

sequence, continuous-wave (CW) ab- 
sorption of two photons circularly polar- 
ized in the same sense gives rise both to 
s -- p - s and s -> p -- d transitions. 
In contrast, if two such photons are ab- 
sorbed successively in a short time com- 
pared to the hyperfine period of the inter- 
mediate state, the electron does not have 
time to precess about the nucleus to a 
new spatial orientation before it absorbs 
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the second photon. In this case the elec- 
tric dipole selection rules are the same as 
those for an atom with no nuclear spin, 
and s -> p -- s transitions are thus for- 
bidden. It was observed that when the 
lasers were circularly polarized in the 
same sense the population of the s levels 
was a sensitive function of the delay 
between the pulses. Thus, when the 
delay was less than -3 nsec-that is, 
short compared to the hyperfine peri- 
od-the transition rate to the s state was 
radically suppressed, whereas the rate to 
the d state was essentially unchanged. 
When the delay of the second pulse was 
increased to 8 nsec the s state transition 
rate was affected far less by circular 
polarization of the lasers. 

It is evident that the optical excitation 
technique as described here leads to the 
population of states with low angular 
momentum only. States with high angu- 
lar momentum are inaccessible because 
of the selection rule Al = + 1, which in a 
two-photon excitation process restricts 
the total change in I to 0 or 2. Thus, for 
sodium with a 3s ground state the highly 
excited states are s and d. However, Litt- 
man et al. (16) have developed a tech- 
nique that circumvents this restriction 
and results in the population of states 
with high angular momentum. The essen- 
tial feature of this method is that the 
excitation takes place in an electric field. 
The effect of this field is to polarize the 
atom and displace the I > 2 terms, which 
were originally degenerate by an amount 
given in atomic units (17) by 

AE = 3n(n, - n,)El2 

Here E is the electric field and n, and n2 
are two new quantum numbers, which 
satisfy n + n2+ lml + = n, where m 
is the magnetic quantum number. The 
difference n- - n2 is often called the 
electric quantum number. This is the 
first-order Stark effect. Now the impor- 
tant thing is that there is no selection rule 
with respect to the quantum numbers n, 
and n2, although transitions that involve 
a change in the sign of n1 - n2 are gener- 
ally weak. Thus in the presence of an 
electric field transitions to all the Stark 
components may be effected. However 
each of these Stark states connects adia- 
batically to a single angular momentum 
state at zero electric field. Thus by excit- 
ing the atom in the presence of an elec- 
tric field, in which the first-order Stark 
structure is resolved, and then reducing 
the field to zero, states with any desired 
value of can be populated. 

A production technique based on an 
entirely different concept has been de- 
scribed by Koch et al. (18). In this experi- 
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Detection of High Rydberg Atoms 

High Rydberg atoms may be detected 
in several ways. The radiation they emit 
spontaneously may be detected, as may 

- 4d the charged particles-positive ions and 
electrons-that result from their impact 
on a surface. The most versatile scheme --------- 3d 
used to date, however, is one based on 
field ionization, which may be under- 
stood with reference to Fig. 5. 

The potential energy, -e2/r, of the 
electron in a hydrogen-like atom in the 
absence of an external electric field is 
shown on the left in Fig. 5. The super- 
position of the potential -e&z (sloping 
line) of an external field, e, along the z 
direction not only perturbs the atomic 
energy levels (Stark effect) but also 
causes a potential maximum to appear 
on the "down-field" side of the atom. 

n of sodium Quantum mechanics shows that the ex- 
cited electron has a finite probability of 
tunneling through this potential barrier 
to the outside. At sufficiently high elec- 

metastable tric fields the barrier disappears and the 
ron transfer electron moves freely away from the pro- 
am passing ton. The penetrability of this barrier was 
A fixed-fre- first calculated by Lanczos (19), whose 
er beam at work was later extended by Bailey et al. 
ear with the (20) to include all states up to n = 25 and 
is to states their substates. 
pier tuned" It is interesting to note that in a given 
ie energy of applied field the ionization probability 
he resulting for atoms occupying.levels displaced up- 
.4 and the ward by the applied field (that is, with 
be well re- n1 - n2 positive in the expression for 
be extended AE) is an order of magnitude lower than 
o "Doppler that for levels displaced downward. 
many avail- This, at first glance, is contrary to expec- 
'8). For this tation, since for the levels displaced up- 
by the laser ward the barrier to ionization is smaller 
h would be and hence more penetrable. However 

r~. ~ this effect is more than offset by the fact 

7.0 7.2 9.18 9,20 
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Fig. 4. Portions of the Doppler-tuned laser excitation spectrum H(2s) + hv -> H(nl); FWHM = full width at half maximum. 
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that for levels displaced upward the elec- 
tron spends most of its time on the side 
of the atom away from the barrier, while 
for those displaced downward the re- 
verse is true. Field ionization has been 
observed experimentally in a number of 
laboratories. In the work of Stebbings et 
al. (13) Xe(3P0) metastable atoms in a 
field-free region were excited with a laser 
pulse of - 5 nsec to the Rydberg state of 
interest. Then, after a 0.5-,usec delay, an 
electric field E was applied and the ions 
created were counted with a particle de- 
tector. Measurements were made of the 
ion production as a function of the 
strength of the applied field; the results 
for Xe(28J) are shown in Fig. 6. For 
fields less than about 600 volt/cm few 
ions were created because the barrier 
was essentially impenetrable. With a 
small increment in the field strength, 
however, a sharp increase in the ion 
signal was observed, after which further 
increases in the field strength led to no 
increase in ion production. This plateau 
signifies that all high Rydberg atoms pres- 
ent were ionized by the field and that 
the number of ions detected was equal to 
the number of high Rydberg atoms origi- 
nally present. This detection scheme is 
therefore absolute, and furthermore the 
critical field & depends strongly on the 
state of excitation of the atom. Thus, in 
an environment containing atoms in a 
variety of high Rydberg states, the appli- 
cation of a field of increasing strength 
will result in an increment in the ioniza- 
tion signal as the critical field for each 
state is reached. 

A variation of this technique has been 
described by Koch et al. (18), who used 
microwaves rather than d-c fields to in- 
duce ionization. Plots of ionization rate 
against microwave power for various ex- 
cited states show similar onset and satu- 
ration behavior. 

Energy 

Unperturbed 
energy level 

Distance 

T 
Stark 

effect 

Studies with High Rydberg Atoms 

Despite the relative infancy of this 
field, a variety of experimental studies 
have already been completed. Much of 
the initial work has been concentrated on 
the fundamental properties of high Ryd- 
berg atoms, such as their natural life- 
times. Studies of this type for xenon (13) 
with 25 - n < 40 and for sodium (14) 
with 7 - n c 13 demonstrate that the 
lifetimes increase approximately as n3, in 
agreement with hydrogenic theory. For 
xenon additional studies showed that the 
lifetimes depend sensitively on the elec- 
tric field to which the atoms are exposed. 
For example, the lifetime of the 28f state 
changes from 8 to 24 /xsec when the field 
is increased from 0 to 25 volt/cm. This 
effect is presumably due to Stark-in- 
duced mixing of the substates of the n 
level since, according to hydrogenic the- 
ory, the lifetime of an n level averaged 
over all substates should increase as 

~4.5 

The study of fine-structure intervals 
(21,22) in highly excited states has been 
discussed by MacAdam and Wing (21). 
In some of these states the structure is 
inverted (that is, states with higher val- 
ues of the total angular momentum, de- 
scribed by the quantum number j, lie 
lower), while in others the structure is 
normal, as given by the ordinary theory 
of one-electron atoms. Recently Fabre et 
al. (23) measured the signs and absolute 
values of the fine-structure intervals for 
sodium nd states (9 - n - 16) prepared 
by stepwise excitation with two pulsed 
lasers. Because of the pulsed character 
of this excitation the d states are pre- 
pared in a coherent superposition of 
j = 3/2 and j = 5/2 fine-structure com- 
ponents. The subsequent fluorescence re- 
sulting from decay back to the 3p state 
exhibits quantum beats at the Bohr fre- 

=0 O > 0 

Fig. 5. Potential energy with and without an applied electric field. 
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quency corresponding to the separation 
of these two components. Measurement 
of this frequency thus provides the abso- 
lute value of the fine-structure constant 
of this level. 

Related studies have been carried out 
by Gallagher et al. (24), who report reso- 
nance measurements of the d-f splitting 
in highly excited states of sodium. They 
used stepwise photoexcitation (Fig. 3) to 
excite nd atoms, which were then irra- 
diated with microwaves, inducing d - f 
transitions. Decay from thesef states to 
3d provides fluorescence in the range 
8000 to 8500 A, which is used to monitor 
the d-f resonances. These observations 
provide precise values of the d and f 
quantum defects as well as the d andf 
fine-structure splittings. 

Much of the earlier theoretical interest 
(25) in high Rydberg atoms was sparked 
by the observations with radio tele- 
scopes of the interstellar radio recombi- 
nation lines. The intensity of this radia- 
tion is observed as a function of 
wavelength, angle, and time, and pro- 
vides information on the physical condi- 
tions, origin, and chemical composition 
of the emitting region. 

Several processes lead to the emission 
of this radiation. Photoionization of 
ground state atoms 

hv + H -> H+ + e 

followed by recombination 

H + e -> H,, + hv 

may lead to highly excited atoms H,,. 
Spontaneous emission by these excited 
atoms is usually negligible, and the ob- 
served radiation is almost entirely a con- 
sequence of the stimulated emission 

H, + hv -> H,, + 2hv 

due to background continuum radiation, 
which arises predominantly from the 
process Y+ + e -- Y+ + e + hv, where 
Y+ = H+ or He. 

The excited state population is, how- 
ever, modified by collisions 

H, + X -- H,,, + X 

where X is an electron or proton or 
possibly a hydrogen atom. These colli- 
sions tend to bring the population of the 
excited states toward thermal equilibri- 
um and thus reduce the intensity of the 
stimulated radiation. 

To date, there have been no measure- 
ments of these n-changing collision proc- 
esses and all the available information 
has been obtained theoretically (26). It is 
evident that this problem is ripe for ex- 
perimental attack. 

Collisions that result in changes in 1, 
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however, have apparently been ob- 
served by Gallagher et al. (27). These 
authors observed that the fluorescence 
decay times of sodium atoms in highly 
excited d states are lengthened when the 
atoms collide with rare gas atoms. They 
interpreted this effect as due to collision- 
al angular momentum mixing of the d 
states with states for which I > 2. At 
sufficiently high pressures the mixing 
time is short compared with the radiation 
lifetime of any of the states. The angular 
momentum states are thus in equilibrium 
with one another so that the observed 
lifetime is the statistically averaged life- 
time over all the accessible angular mo- 
mentum states. 

Of great interest also is the collisional 
ionization process 

H, + X --> H + e + X 

where X is again an electron, proton, or 
hydrogen atom. Experimental tech- 
niques are not yet sufficiently advanced 
that these processes can be studied, al- 
though recent developments indicate 
that their investigation is not far off. In 
the meantime ionization of highly ex- 
cited atoms and molecules in collision 
with various molecules has been studied 
by a number of groups. 

The first measurements of this kind 
were by Cermak and Herman (4), who 
created high Rydberg atoms by electron 
impact with noble gas atoms, and ob- 
served the collisional ionization and 
chemiionization resulting from thermal 
encounters of these atoms with poly- 
atomic molecules. This work was subse- 
quently extended by others (5-7, 28). 
Absolute cross sections were obtained 
for unknown populations of excited 
states, and the results were in general 
accord with the calculations of Matsu- 
zawa (29) and Flannery (30). 

A significant advance in the study of 
collisional ionization was made by 
Chupka (11), who directed light from a 
highly dispersive vacuum ultraviolet 
monochromator into a cell containing a 
mixture of krypton and a target gas. Ions 
formed in the cell were extracted and 
their masses were analyzed. The Kr+ 
signal resulting from collisions of the 
type 

Kr** + gas -- Kr+ + (gas + e) 

was determined for a number of well- 
defined highly excited states. 

Related studies have been carried out 
by West et al. (31), who collided a beam 
of xenon atoms in well-defined highly 
excited states with SF(, molecules and 
detected the resulting positive ions. 
They obtained absolute cross sections 
13 AUGUST 1976 
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Fig. 6. Ion signal observed as a function of 
field strength for Xe(28f). 

for this process for well-defined states 
Xe(nj), with 25 < n < 40. 

These measurements serve a dual pur- 
pose. They provide the first absolute 
data for the process of collisional ioniza- 
tion involving atoms in well-defined high- 
ly excited states. In addition, they ap- 
pear to shed light on the process of low- 
energy electron scattering. This bonus, 
which is at first glance surprising, has 
been discussed at length by Matsuzawa 
(29) and Flannery (30). They assume, for 
collisions of the type 

A** + BC -- A + (BC + e) 

that because of the large radius of the 
Rydberg orbit, the interaction between 
the excited electron and the target BC so 
greatly exceeds the interaction of the 
ionic core A+ with BC that the latter 
interaction may be ignored. Thus, apart 
from its role in transporting the electron 
into encounters with BC, the A- core 
acts simply as a spectator to the colli- 
sion-an inactive but obligatory partner. 
The electron is assumed to behave as if it 
were free with an energy which is de- 
rived from its orbital motion. 

Thus a beam of Rydberg atoms in a 
collisional ionization experiment may be 
viewed as equivalent to a beam of elec- 
trons whose energy E,, comprising both 
potential energy V, and kinetic energy 
T,,, is constant. For a Rydberg state with 
I = n - 1 the classical orbit is circular 
and the electron velocity is therefore 
constant with magnitude (2WEnj/m)1/2. It 
thus varies as lln and can be in- 
cremented in small discrete amounts by 
changing the quantum state. For a state 
with / < n - 1 the classical electron or- 
bit is elliptical. Both V,, and T,, now vary 

with time but the root-mean-square 
(r.m.s.) electron velocity v1 is equal to 
(2[E,l/m)l12 and thus varies as lln (Table 
1). At the present time experimental con- 
siderations limit studies of collisional ion- 
ization to atoms with 25 < n < 40, for 
which the range of electron energies is 
about 7 to 20 mev. For example, the 
electron in a Xe(28f) atom has an r.m.s. 
energy of about 17 mev. 

Developing this model further, Matsu- 
zawa and Flannery show that the rate 
constant for electron transfer from a high 
Rydberg atom A** to molecule B 

A** + B -- A+ + B- 

should be equal to the rate constant for 
the attachment of free electrons of the 
same energy to B 

e + B -- B- 

Data are available for a preliminary as- 
sessment of this prediction for the case 
of SF; (31) and CCI, (32) target mole- 
cules. For these gases the attachment of 
free electrons has been studied down to 
--35 mev (SF6) and -55 mev (CC14) while 
the Rydberg measurements provide data 
up to -20 mev. There is thus no energy 
overlap between the free electron data 
and the Rydberg data, and a detailed 
comparison is therefore not possible. 
Nonetheless, the data do appear to be in 
very satisfactory accord. It would be 
premature to draw any firm conclusions 
from these results although it seems rea- 
sonable to speculate that, in the energy 
range below -25 mev, conventional tech- 
niques with free electrons may, in future, 
be augmented by studies involving high 
Rydberg atoms. 
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Insect hormones have been re- 
searched intensively for about 30 years. 
Although the genesis of these studies 
was purely academic, increasing atten- 
tion has been focused in recent years on 
the potential use of the insect juvenile 
hormones (JH) as candidate insecticides. 

After some 10 years of research on 
JH's and active analogs as candidate in- 
secticides, an understanding of their po- 
tential efficacy has emerged which in- 
dicates some limited practical applica- 
tions but falls short of the more optimis- 
tic predictions expressed in the earlier 
stages of insect hormone research (1). 
The main drawback to the usefulness of 
JH as an insecticide is the short duration 
of the developmental period during 
which the insect is sensitive to the appli- 
cation of exogenous JH. The application 
of excess JH can upset development on- 
ly during the brief period of metamor- 
phosis that takes place when the imma- 
ture insect molts to the adult stage; there- 
fore, the application of JH to mixed de- 
velopmental stages as they occur in most 
field situations is not sufficiently effec- 
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tive to provide acceptable insect control. 
The immature and adult stages are not 
controlled by excess JH and are able to 
cause damage such as crop destruction, 
disease transmission, and the like. Con- 
versely, since JH is necessary through- 
out most stages of insect life, a hormone 
antagonist or antihormone would be a 
more efficacious insecticide. In order to 
understand the potential utility of such 
an antihormone, a brief summary of the 
importance of JH to the growth, devel- 
opment, reproduction, and diapause of 
insects is necessary. 

Chemistry and Biological Activity 

of Juvenile Hormone 

After the discovery of the JH activity 
of farnesol (Fig. 1, 1) and farnesal (Fig. 
1, 2) by Schmialek (2), Bowers et al. (3) 
obtained a profile of the necessary struc- 
tural moieties of JH through chemical 
degradation and regeneration of the JH 
activity in extracts from cecropia silk 
moths. This structural information, 
when incorporated into a sesquiterpe- 
noid framework based on farnesol, re- 
sulted in the synthesis of (E,E)-10,11- 
epoxymethylfarnesenate (Fig. 1, 3), 
which was found to possess all of the 
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biological activities of the hormone (or 
hormones) in the cecropia extract. Sub- 
sequently, Roller et al. (4) isolated and 
identified a JH from cecropia (Fig. 1, 4) 
and Meyer et al. (5) isolated a second JH 
from cecropia (Fig. 1, 5). The first hor- 
mone (Fig. 1, 3) was later authenticated 
as a natural hormone from Manduca (to- 
bacco hornworm) larval blood (6). After 
the identification of the natural JH's, 
many research groups began to study the 
potential utility of these hormones for 
insect control. The natural JH's were 
quickly found to be too labile for field 
applications, but the discovery of JH 
activity in certain commercial insecticide 
synergists (7) revealed the possibility of 
developing highly active JH analogs con- 
taining an aromatic nucleus. Two such 
aromatic terpenoid ethers (Fig. 1, 6) (8) 
and (Fig. 1, 7) (9) were developed and 
are at least a thousand times more active 
against certain insects than the natural 
JH's. Zoecon (10) developed a highly 
active JH analog, Methoprene (Fig. 1, 8), 
which is now registered for floodwater 
mosquito control and for the control of 
flies that breed on manure. It should be 
made clear that the enthusiasm for devel- 
oping hormonal methods of insect con- 
trol is based on the understanding that 
JH regulates processes in insects for 
which there are no endocrinological 
counterparts in man and other so-called 
higher animals. Adult development in 
man is dependent on the secretion of 
certain hormones, especially hypophy- 
seal gonadotropins; conversely, JH's 
prevent insects from maturing and thus 
must be absent during the last stages of 
insect metamorphosis for adult devel- 
opment to occur. When JH is applied to 
an insect at a time when it should natural- 
ly be absent, adult morphogenesis is de- 
ranged, resulting in insects with a mosaic 
of juvenile and adult characters, which 
are unable to feed, mate, or reproduce 
and which soon die (11, 12). Although 
the corpora allata are quiescent during 
the ultimate stages of metamorphosis, 
they reawaken in the adult stage and 
again secrete JH's, which are necessary 
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