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Mechanistic and Explorat 
Organic Photochemis 

Organic photochemistry has developed in 15 5 

into a highly sophisticated field of rese; 

Howard E. Zimme 

My interest in organic photochemistry 
began in about 1957. At that time, organic 
photochemistry was in a relatively primi- 
tive stage, approximating that of ground 
state organic chemistry in 1936. Photo- 
chemistry had not reached the point where 
one could describe in any electronic detail 
the molecular change occurring during a 
transformation. Despite thorough and ele- 
gant work by physical photochemists, 
there was a mechanistic discontinuity be- 
tween the absorption of light and the ob- 
servation of the primary photochemical 
products of a reaction. Furthermore, a 
somewhat indiscriminate nature was as- 
cribed to photochemical reactions, with the 
reaction being considered a mere con- 
sequence of the energy of the wavelength 
light absorbed. Along the same lines, mi- 
gration of energy along saturated portions 
of a molecule, from the absorbing chromo- 
phore to the reaction site, was often said to 
be occurring. 

I suggested (1, 2) in 1960 that photo- 
chemical reactions are not indiscriminate 
consequences of energy but are subject to 
just as severe constraints as are ground 
state reactions. One of these constraints is 
the requirement for minimum electron lo- 
calization. Like ground state molecules, 
excited states prefer energy valleys and 
mountain passes to mountain tops. I sug- 
gested that, given a resonance or molecular 
orbital representation of an excited state, 
one might predict the potential pathways 
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available for reaction. 
tively few excited stat 
available. 

SCI ENCE 

The important point is that implicit in 
this reasoning is the assumption that ex- 
cited state reactivity can be understood on 
the same basis as ground state chemistry. 
Also, we were able at this stage to provide ory qualitative mechanisms for many kinds of 

photochemical reactions. 

;try Over the years we have used such quali- 
tative resonance reasoning and also mo- 
lecular orbital methods with the same phi- 

years losophy in mind. Our approach has been to 
search for new photochemical transforma- 

arch. tions and to see to what extent these are 
reasonable on the basis of the excited state 
structure. One interesting example of the 

rman utility of this reasoning was our observa- 
tion that in the excited state we commonly 
find transmission of electron density meta 
to and from electron donating and with- 

At the time, rela- drawing substituents (5). This contrasts 
e structures were with ground state behavior in aromatic 

compounds. 
One starting point was the three-dimen- 

sional structure of the n-wr* excited state of 
carbonyl compounds (Fig. 1). This can be 
written in two dimensions for convenience 
as shown; and this picture, either three-di- 
mensional or two-dimensional, convenient- 
ly serves to allow prediction or understand- 
ing of photochemical transformations. For 
example, the py oxygen orbital of the n-7r* 
excited state is similar to the counterpart 
orbital of a simple alkoxyl radical; and one 
would therefore expect easy hydrogen ab- 
straction. This conclusion and the three-di- 
mensional representation were indepen- 
dently arrived at by Kasha (3), and it has 
indeed been demonstrated that one of the 
characteristics of n-7r* excited states is hy- 
drogen abstraction. Simplifying, we can 
use two-dimensional shorthand and write a 
mechanism for hydrogen abstraction from 
a donor: 

* 0 

R2C - O - 

YH 
H -R 

* *- 

R2C - OS 
H 

+ oR 

My colleagues and I proposed this mecha- 
nism along with the comment that this was 
one of a group of reactions in which ex- 
cited state of reactant led directly to 
ground state of product without need for a 
radiationless transition (1). This point has 
been made subsequently in slightly differ- 
ent notation by Salem (4). 
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These results derived from our molecular 
orbital calculations. This brings us to the 
point that molecular orbital reasoning 
often proves necessary in understanding 
photochemical reactivity. 

In the intervening years we studied pho- 
tochemical transformations to discern pat- 
terns of excited state reactivity and then to 
correlate these with excited state structure 
(6). During these years we investigated the 
photochemistry of 4,4-diarylcyclohexe- 
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nones (7), 4,4-disubstituted cyclohexadie- 
nones (8, 9), epoxyketones (10), acylcyclo- 
propanes (11), 4-alkylcyclohexenones (12), 
bicyclo[3.1.0]hex-3-en-2-ones (13), bicy- 
clo[3. 1.0]hexan-2-ones (14), and dibenzoyl- 
ethylenes (15). Each of these comprises a 
long set of investigations and we focus at- 
tention here on a more limited and more 
recent set of studies. 

Thus, in 1966 we reported (16, 17) the 
photochemical rearrangement of barrelene 
1 to semibullvalene 2 (Eq. 1). It was quick- 
ly recognized (16, 18, 19) that t 
mechanism needed to account fc 
rangement was more broadly g 
we termed the reaction the 
rearrangement. 

^ 
L 

1 

EQUATION 1 

di- 

We noted that in general a di- 

rearrangement requires two 
bound to a single, sp3 hybridiz 
"methane") carbon. Barrelene, 
has several such groupings of m 
the rearrangements can be acc 

by one basic mechanism which 

pressed in simple resonance terr 
2a. Here two vinyl groups are us 

plicity to depict the mechanism 
in Eq. 2b phenyl groups may 
ethylenic bond. 

3 

6 

7 

Ph 10 

EQUATION 2a 

EQUATION 2b 

The product then is eithe 
cyclopropane or an arylcyclol 
one of the double bonds is 
group, this then is the oxa-di 
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Fig. 1. The n-7r* excited state of carbonyl com- 
pounds. 

he reaction rearrangement (20). As has been noted 
)r this rear- (21) the di-w-methane rearrangement has 
eneral, and developed into one of the most general of 
-7-methane photochemical reactions. It seems to fol- 

low a number of consistent mechanistic 
patterns so that it is possible to predict the 
reaction course with modest certainty in 
any given example. As a consequence, the 
reaction also promises to be of consid- 
erable utility in syntheses. 

2 Among the generalizations, the follow- 
ing can be briefly stated: (i) In a divinyl- 
methane system that is unsymmetrically 

-r-methane substituted, it is the 7r-bond with the least 
wr-moieties number of phenyl groups that survives the 

ed (that is, reaction (22). (ii) The stereochemistry at 
of course, the vinyl group of product is the same as in 

loieties. All reactant (23). (iii) The configuration at the 
:ounted for methane carbon (that is, C-3) is inverted 

may be ex- (24). (iv) The reaction is stereospecific at 
ns as in Eq. the double bond terminus, becoming part 
sed for sim- of the three-membered ring, with the cis re- 
i. However, actant giving the cis product and the trans 

replace the reactant becoming the trans product (25). 
(v) Substitution on the methane carbon fa- 
cilitates the reaction. Without substitution, 
such as geminal methyl, the reaction does 
not proceed (26). (vi) Bicyclic di-r-meth- 

*J .\4 ane systems (barrelene, for example) tend 
to rearrange via their triplets, while acyclic 
di-ir-methanes tend to utilize their singlet 
states (19). The multiplicity correlation is 
better tied to presence or absence of a non- 
constrained double bond (a potential "free 
rotor"), which tends to dissipate excitation 
faster than to react (27). 

In our studies of the di-wr-methane rear- 
rangement we initially used reaction quan- 
tum yields (that is, millimoles of product 

(^ ?* per milliEinstein of light absorbed) as a 

8 Q measure of reactivity. However, quantum 
yields are not ideal measures of inherent 

4/ molecular reactivity since they are merely 
probabilities of an excited state reacting 
rather than doing other things, such as 
decaying to the ground state. What is real- 
ly desired is the rate at which an excited 

9 state reacts to give photoproduct. 
In the case of the di-Tr-methane rear- 

rangement of acyclic systems, the rear- 
.r a vinyl- ranging singlet has an exceptionally short 

propane. If lifetime, one ranging from a nanosecond to 
a carbonyl less than a picosecond (that is, 10-' to 10-12 
-wr-methane second). Measurements of rates of dis- 

appearance of such short-lived species 
posed a special challenge. 

If we can measure the lifetime of an ex- 
cited singlet and also its quantum yield of 
reaction, we can derive very simply the uni- 
molecular rate at which it rearranges. 

Ar = kr/('kdt) = kr T 

or 
kr = 0r ('kd) = 0r/T 

(3a) 

(3b) 

Thus, in Eqs. 3a and 3b, 0r is the quantum 
yield for the reaction, lkdt is the total uni- 
molecular rate of decay of the excited sin- 
glet (including all processes such as rear- 
rangement, decay in the absence of radi- 
ation, intersystem crossing to give a triplet, 
and fluorescence), and T is the lifetime of 
the excited singlet and the reciprocal of 
lkdt. Using these equations and knowing 
two of three unknowns such as ?r and 'kdt 
or Or and r, we can solve for the desired 
rate kr. Now, Or is routinely measured ex- 
perimentally and we are left only with our 
need for Ikdt or its reciprocal T. 

One method of obtaining short lifetimes 
of excited singlets is single photon count- 
ing (28). In this method a flash lamp of du- 
ration 0.5 to 4 nanoseconds, a multi- 
channel analyzer, and sensitive photo- 
multiplier are used, along with some addi- 
tional instrumentation. Fluorescence 
emitted by the sample after each lamp 
flash is attenuated so that at most only one 
photon emitted is captured by the photo- 
multiplier detector; and after each flash, 
we determine the time delay before photon 
ejection by the sample. The multichannel 
analyzer is used to record the number of 
single photons emitted at each time delay, 
and the number at each delay is propor- 
tional to the excited singlet concentration 
at that time. Thus we obtain excited state 
concentration as a function of time. 

However, for lamp flashes that have du- 
rations comparable to the lifetime of an 
excited state under study, the excited state 
population is being augmented throughout 
the duration of the lamp flash and thus 
throughout the period of excited state 
decay. This means that the function giving 
excited state concentration versus time 
does not correspond to a simple negative 
exponential and does not directly afford 
the unimolecular rate constant. 

In principle, knowing the lamp intensity 
as a function of time and also knowing the 
fluorescence intensity emitted as a function 
of time, we can dissect the unimolecular 
decay function in a process known as 
"deconvolution." This process has been 
noted (29) to be unstable mathematically 
and to afford unreliable results. 

One approach is deconvolution by con- 
volution, that is, assuming a decay func- 
tion and then seeing the extent to which the 
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observed lamp flash, together with this 
function, predicts the observed fluores- 
cence emission (28, 29). 

In recent investigations of our own, we 
described a method wherein this reiterative 
convolution is done systematically, and es- 
pecially rapid convergence is obtained (30). 
When this method was used, along with an 
interfaced minicomputer to fulfill the role 
of the multichannel analyzer and also to 
carry out the calculations on-line, we were 
able to measure lifetimes as short as 100 
picoseconds with an error of +14 picosec- 
onds (30, 31). 

Nevertheless, the method still proved ca- 
pable of dealing with only a portion of the 
excited singlet reactions of interest, since 
many of the di-x-methane rearrangements 
had rates of rearrangement and decay 
which corresponded to even shorter life- 
times (30). Then it was found that at low 
temperatures the lifetimes of the di-~r- 
methane reactant molecules increased and 
the rates of decay (that is, the 'kd,'s) de- 
creased, often by 200-fold in proceeding 
from room temperature to 77?K. Thus, 
molecules with lifetimes too short to mea- 
sure at room temperature commonly had 
measureable lifetimes at the temperature 
of liquid nitrogen, 77?K (30). The experi- 
mental observation was an increased in- 
tensity of fluorescence at low temperature. 
Thus, in Eq. 4 

f/'T_= f kf/( 'kf) 
= ('kRdT)/('kd) = M (4) 

where RT refers to room temperature 
and M the ratio of fluorescence quantum 
yields at the two temperatures. Absolute 
quantum yields need not be obtained, but 
rather, only relative fluorescence intensities 
at two temperatures, 77?K and room tem- 
perature. In Eq. 4, we have assumed that 
kf, the natural rate of fluorescence emis- 
sion (that is, the rate in absence of any 
competing processes) is independent of 
temperature; this is a fair assumption for 
molecules with relatively undistorted ex- 
cited states, and we have been able to check 
this point experimentally (30). 

Hence, being able to obtain M experi- 
mentally, we can solve Eq. 4 for a room 
temperature decay rate which is too rapid 
to measure directly and obtain this rate in 
terms of the low temperature rate which is 
slower and measurable. This is seen in Eq. 
5. 

'kT = ML'k7 

Inspection of Fig. 2 reveals that the fast- 
est rate measured is the excited singlet 
decay of 1,1,5,5-tetraphenyl-3,3-dimethyl- 
1,4-pentadiene (17) where 1kRT = 1.8 x dt 
1012 sec-1, corresponding to a lifetime 
of 0.55 picosecond. While such short- 
lived species can be studied by laser tech- 
niques, the single photon counting tech- 
nique has as an advantage that it is easy to 
use, and each measurement is relatively 
routine. 

We note from Fig. 2 that the rates of 
rearrangement tend to increase as terminal 
substitution by stabilizing groups is in- 
creased. Thus, tetraphenyldiene 17 rear- 
ranges more rapidly than diphenyl- 
dimethyldiene 13 by a factor of about 20, 
and this rearranges about 1 -fold more 
rapidly than the diene 11, which has just 
two terminal phenyl groups and no termi- 

'Ph 

H Ph 
H Ph 
11 

Ph 

13 Ph 

Ph Ph 

Ph 

Ph 
15 

P Ph 
Ph Ph 

17 

nal methyl groups. Thus, phenyl substitu- 
tion is more effective than methyl which, in 
turn, is more helpful than hydrogens. It is 
also clear that phenyl substitution at other 
positions, such as C-2, is not effective in 
increasing the reaction rate. Furthermore, 
while replacement of the central (that is, 
the methane carbon) methyl groups by 
phenyl groups (compare compound 13 
with 15) does not appreciably affect the 
rearrangement rate, the absence of such 
central methyl substitution dramatically 
inhibits rearrangement (see 19). This pat- 
tern of reactivity makes sense if bridging 
between the two vinyl groups is rate-limit- 
ing in the excited singlet as depicted in Fig. 
3. 

One other point of interest is in Fig. 2. 
This bears on the point made earlier that 
quantum yields really do not give accurate 

Ph Ph 

Ph 
H H 12 

hv y-i 

k, 

kd = 

TRT= 

r = 

M = 

kr 

kdt 

TRT 

M 

kr = 

Ph kd = 

TRT = 

r = 

M= 

Ph kr= 
kd = 

TRT= 

r= 
M = 

Ph 

5.8 x 10x sec-' 
7.2 x 1010 sec-1 
14 psec 
0.008 (42) 
210 

= 6.9 x 109sec-1 
= 7.1 x 100 sec-' 
= 14 psec 

0.097 (22) 
= 222 

8.5 x 10 sec-' 
1.13 x 10' sec-' 
9 psec 
0.076 (43) 
216 

1.4 x 10" sec-' 
1.8 x 1012 sec-' 
0.55 psec 
0.080 (19) 
225 

(5) 

Using this approach we were able to de- 
termine the reaction and decay rates for a 
number of singlet di-7r-methane rear- 
rangements. Some of these are summa- 
rized in Fig. 2. 
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PhDI~~ >\^ ~ P h-T~Ph kr = 2.6 x 10 sec-' 

/\ / Ph \ kdt = 1.1 X 102 sec-' 
PPh Ph TRT = 0.9 psec 

19 Ph Ph 20 r = 0.0024 (26) 
FP19 P M = 800 

Fig. 2. Some rearrangement rates obtained by single photon counting (30). 
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22(GROUND STATE) 24 
Fig. 3. Qualitative valence bond mechanism for the di-r-methane rearrangement. 

measures of excited state reactivity. Thus, 
in comparing di-xr-methane systems 13 and 

R2 17, we find that the quantum yields are 
really quite similar (that is, Or = 0.097 and 

ph ?>r = 0.080, respectively), this despite the 
fact that compound 13 has only two termi- 
nal phenyl groups compared with four for 
compound 17. Inspection of the rates of 
rearrangement, however, reveals the 20- 
fold enhancement in rate for compound 17 
noted above. 

One other facet of the di-7r-methane 
rearrangement is of some interest and is 
stereochemical. This is the question wheth- 

R2 er the cyclopropyldicarbinyl diradical spe- 
cies utilized in the rearrangement are nec- 
essarily of one stereochemistry, cisoid or 
transoid (that is, as 25 or 26). traso 

-Ph 

H "-- 
H 

25 

(CISOID) 

KA- 
* H 

26 

(TRANSOID) 

b a 

b^^0 
Ph 

28 (CISOID) 

PATHWAY 
A , 

29 

/ 

hv^ '1'K 2- ' PATHWAY 
hv b A 

I 

Ph- PH 

30 31 (TRANSOID) h 32 
Fig. 4. Generation of cisoid and transoid diradicals in the di-rr-methane rearrangement. 

BRIDGING 

34 35 

+ 

Ph Ph 

36 37 
Fig. 5. Cyclopropyl analog of the di-r-methane rearrangement. 

38 

This question was answered in a study (32) 
in which the two di-r-methane systems 27 
and 30 were used. It was observed that 
both of the rearrangements do occur. Since 
di-7r-methane reactant 27 necessarily pro- 
ceeds via cisoid diradical 28 and di-Tr- 
methane reactant 30 uses the transoid 
diradical 31, it is clear that both cyclopro- 
pyldicarbinyl diradicals may be successful- 
ly utilized in the di-7r-methane rearrange- 
ment (Fig. 4). 

One interesting variation of the di-r- 
methane rearrangement replaces one of 
the two 7-bonds with a three-membered 
ring (33). The details are outlined in Fig. 5. 
The products obtained derive from a pro- 
cess quite analogous to that of the ordinary 
di-r-methane rearrangement. However, 
consideration of the quantitative aspects of 
the reaction indicates that the process of 
vinyl-cyclopropyl excited state bonding is 
less favorable than the usual vinyl-vinyl 
bridging. Thus, the quantum yield for the 
reaction is only 0 = 0.018; and the rate, as 
determined by single photon counting, is 
only kr = 8.7 x 108 sec-~ (compared with 
17 in Fig. 2, where kr = 1.4 x 10" sec- ). 

Turning now away from di-7r-methane 
photochemistry, we recently (34) synthe- 
sized a series of dioxetanes (39, a-d) 
which, on four-membered ring fission, can 
yield 4,4-diphenylcyclohexadienone (40). 
It was known from the work of Kopecky 
and Mumford (35) that thermal cleavage 
of simple dioxetanes affords triplet excited 
states of the resulting carbonyl com- 
pounds. Also, it was demonstrated by 
White et al. (36) that carbonyl compounds 
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Ph Ph 
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+ ArC=O 

CH3 41a-d 
00 

Ph Ph 
40 

42 

J1 ** 

+ Ar-C-OS 

4H3 
41 a-d# 

Fig. 6. Dioxetane fission to give intramolecular rearrangement. Triplet energies: dienone, 68.5 kcal/ 
mole; ketone 41a (Ar = CH3), 82 kcal/mole; ketone 41b (Ar = Ph), 74 kcal/mole; ketone 41c 
(Ar = m-MeOPh), 72 kcal/mole; ketone 41d (Ar = 2-naphthyl), 59 kcal/mole. 

so generated can be used as triplet sensi- 
tizers to effect photochemical reactions; 
here we have intermolecular delivery of 
triplet excitation. Very recently, Darling 
and Foote (37) and Richardson et al. (38) 
described examples in which the dioxetane 
moiety was incorporated in the reacting 
molecule and where any energy transfer 
must thus be intramolecular; fragmenta- 
tion reactions resulted. 

Our recent studies (34) differ in that the 
intramolecular excitation leads to an intra- 
molecular rearrangement. This is the type 
A rearrangement we had studied many 
years ago (8, 9). A particularly intriguing 
aspect of this effort is the finding that the 
reaction efficiency is independent of the 
triplet energy of the ketone by-product re- 
leased along with the triplet of 4,4-diphen- 
ylcyclohexadienone (Fig. 6). Especially in 
the case of release of 2-acetonaphthone, 
which has a triplet energy of only 59 kcal/ 
mole, one might have expected this ketone 
to compete for the triplet excitation rather 
than allowing the higher energy (68.5 kcal/ 
mole) 4,4-diphenylcyclohexadienone trip- 
let to be generated. 

The solution to this apparent paradox is 
that the transition state for dioxetane fis- 
sion has a kinetic preference for formation 
of n-r* excited states rather than 7r-7r* spe- 
cies as has already been noted by Kearns 
(39) and others (40). That the n-7r* excited 
state of 2-acetonaphthone should be of 
considerably higher energy is suggested by 
configuration interaction calculations 
(41). Thus, the dioxetane transition state 
leads directly to the lowest energy n-r* ex- 
cited state available and there is no in- 
tervention of the low energy 2-acetonaph- 
13 FEBRUARY 1976 

thone 7r-7r* triplet. This is not totally sur- 
prising since the type A dienone rear- 
rangement is known to be one of the most 
rapid of triplet rearrangements (8). 

Most important, though, lack of equili- 
bration of states in the process means that 
it is indeed the n-Jr* excited triplet of the 
dienone which is the rearranging species; 
and, this is a question involving some con- 
troversy in the past. 

In summary, we might consider the 
present situation in organic photochemis- 
try and its future. Despite the increasing 
number of known photochemical reac- 
tions, the total number of well-established 
photochemical transformations still is in- 
finitesimal compared with that in ground 
state chemistry. Thus, there is a field of 
synthesis through photochemistry which 
has just barely been born. 

Further, our understanding of the fac- 
tors which control photochemical reac- 
tions is still quite primitive. In some in- 
stances it appears to be the facility of con- 
version to ground state which controls the 
reaction while in other cases it appears to 
be the energy hypersurface surrounding 
the excited state, with the pathway with 
minimum barriers being preferred. In ad- 
dition, quantum mechanical methods now 
available for description of excited states 
are unwieldy and not too practical. Both 
configuration interaction and inclusion of 
the three-dimensional sigma framework 
are desirable; yet this leads to cumbersome 
wave functions that are not simply inter- 
preted. More complex calculations are not 
needed; rather, a new approach is needed. 

Finally, totally new methods of deter- 
mining photochemical reaction mecha- 

nisms are needed; the number is really 
quite small when compared with those de- 
veloped for use in ground state organic 
chemistry. 

Thus, organic photochemistry is just 
emerging as a major field in its own right. 
Those who feel that photochemistry, and 
sometimes even chemistry, is reaching an 
end, should recognize that progress in a 
field often is limited by intellectual im- 
passes rather than the nature of the field. 
Intellectual breakthroughs come only oc- 
casionally and only as a consequence of 
considerable effort, thought, and opti- 
mism. 
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A considerable portion of the DNA of 
some eukaryotes consists of sequences re- 
peated very large numbers of times (1). 
These highly repetitious DNA's are often 
called satellites. The repeated unit is rela- 
tively homogeneous within each species, 
but major differences are observed between 
related repetitious DNA's in different spe- 
cies, even of the same genus (2, 3). Some 
satellites have been shown to consist of 
short, relatively homogeneous tandem re- 
peats; the repeats in different satellites 
ranged in length from 2 to about 12 base 
pairs (2, 4). Other repetitious DNA's are 
more complex. For instance, partial se- 
quence analysis of guinea pig alpha satel- 
lite (5) and mouse satellite (6) shows that 
neither is composed of a single very short 
repeating sequence. Instead, these DNA's 
appear to contain subrepeats of homolo- 
gous but not identical sequences within a 
larger repeating unit. 

Botchan (7) and Southern (8), among 
others, have investigated long-range peri- 
odicities in the more complex repetitious 
DNA's by digesting them with restriction 
enzymes, which cleave DNA at particular 
base pair sequences. This approach is illus- 
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trated by the work of Southern (8) on di- 
gestion of mouse satellite DNA with the 
restriction enzyme Eco RII. The major 
products are fragments whose lengths are 
small integral multiples of about 240 base 
pairs. Thus there seems to be an approxi- 
mately 240 base pair periodicity in this 
DNA, with some of the repeats missing the 
Eco RII site, so that some fragments of 
higher multiples of 240 base pairs are re- 
leased. In addition to these major frag- 
ments, small amounts of"fractional" frag- 
ments with lengths equal to 0.5, 1.5, 2.5, 
... times 240 base pairs are also obtained. 
The 120 base pair and 360 base pair frac- 
tional fragments are released in roughly 
equimolar amounts. Southern points out 
that these equimolar yields make it very 
unlikely that the fractional fragments arise 
exclusively by straightforward mutation 
somewhere near the middle of the 240 base 
pair repeat to produce new Eco RII sites; 
for in that case most such mutations would 
result in two 120 base pair restriction frag- 
ments, and very few would result in 360 
base pair fragments. I will discuss the ori- 
gin of fractional fragments later. When pu- 
rified 240 base pair fragments were dena- 
tured and allowed to reassociate, a large 
proportion of the reassociated DNA was in 
high molecular weight complexes formed 
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by reassociation of the complementary 
strands in a staggered register. This shows 
that the 240 base pair unit is composed of 
subrepeats, thus confirming the indirect 
conclusion from sequence analysis (6). 

Role of Unequal Crossover 

I will argue in this article that repetitious 
DNA's with these characteristics will arise 
and evolve naturally as a result of random 
unequal crossover between sister chroma- 
tids-that is, between the two daughters 
produced by replication of a single DNA 
molecule. These unequal crossovers, which 
must occur in the germ line to be evolu- 
tionarily significant, might happen either 
at meiosis or at any one of the many germ 
line mitoses. 

Repetitious DNA's might arise and 
evolve by many different mechanisms. I 
have singled out unequal crossover because 
there is good evidence that it actually oc- 
curs. Sister chromatid crossovers, which 
might be either equal or unequal, have 
been demonstrated to occur at a rate of 
several exchanges per cell per division in a 
variety of eukaryotic cells (9, 10). In many 
of these studies, exchange was detected 
with the aid of bromodeoxyuridine or 
[3H]thymidine, which can artificially in- 
duce crossovers. Nevertheless it is very 
likely that there is an appreciable rate of 
crossover even in the absence of artificial 
induction, since exchanges occur at rough- 
ly comparable rates in ring chromosomes, 
where they can be detected without arti- 
ficial agents by virtue of producing dicen- 
tric rings (10). I know of no direct evidence 
for unequal sister chromatid crossover. 
However, unequal nonsister chromatid 
crossover has been well known since the 
work of Bridges and Sturtevant on the bar 
locus of Drosophila (11), and there is in- 
direct evidence for unequal sister chroma- 
tid exchange at the bar (12) and ribosomal 
RNA (bobbed) (13) loci of the same orga- 
nism. I think that this evidence, taken to- 
gether, strongly suggests that unequal sis- 
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